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ABSTRACT

As artificialintelligence systems become increasingly embedded in critical infrastructure,
transparency in development and deployment is crucial for effective oversight. This paper
presents anovel analysis of transparency practices across seven leading frontier Al
models, evaluating 21 key metrics in four categories: User-Facing Documentation,
Technical Transparency, Risk & Safety Information, and Evaluation & Impact. Our findings
reveal a concerning trend: closed Al models are providing minimal public information about
theirtechnical underpinnings. When evaluated under our framework, the six closed models
averageda 0.95 out of 4.00 onTechnical Transparency metrics.

Additionally, this research identifies a critical "documentation drift" problem, where
significant model updates occur with minimal disclosure or documentation updates,
creating an expanding gap between documented and deployed capabilities. This study
also exposes a stark divide inindustry practices: established technology companies with
diverse revenue streams maintain higher transparency, while new Al startups trend toward
opacity. Our transparency scoring system shows Meta's open-weight Llama 3.2 (88.9/100)
and Google's Gemini1.5(62.5/100) leading in disclosure practices, while newer models
from startup firms like OpenAl's o1 Preview (44.7/100) and xAl's Grok-2 (19.4/100) are
significantly more opaque. These findings highlight the urgent need forrobust,
standardized disclosures to bolster transparency - disclosures that balance meaningful
oversight with competitive innovation. We conclude by broadly calling forindustry
standards and legislative frameworks that could address this transparency deficit without
inadvertently consolidating power among large techincumbents.



INTRODUCTION

Frontier Almodels are rapidly becoming embedded in critical infrastructure - fromthe
financial sector to power grids to educational tools. As these models grow more powerful
and ubiquitous, itis imperative that researchers, policymakers, and the public understand
how they function. However, our new analysis of transparency metrics across seven
frontier Almodels reveals thisis not the case: the closed models reviewed are decidedly
opaque, with the top five closed models averaging 55.1 points out of 100.'The picture is
evenworse forinformation about these models’ technical details, with those five models
averaging 1.11out of 4 on all Technical Transparency metrics. This opacity comes at a
particularly concerning moment, with safety-conscious employees exiting leading labs
and external reviewers uncovering “significant gaps” in safety measures.

This analysis exposes stark divides inindustry disclosure practices. Established tech giants
like Google and Meta, which possess greaterresources and diverse revenue streams
beyond Al, provide more robust disclosures. Meta's Llama 3.2 leads with the highest
transparency score (88.9/100), while Google's Gemini 1.5 sets the standard among closed
models (62.5/100). In contrast, Al-native companies - startups whose primary business
model depends on selling access to their models - are trending toward increased opacity.
This trend is compounded by the “documentation drift” problem - the growing gap
between initialmodel documentation and the capabilities of deployed systems which have
received significant but under-reported updates.

Through our systematic evaluation of 21 key metrics across four major categories -
User-Facing Documentation, Technical Transparency, Risk & Safety, Evaluation & Impact -
this paper examines the state of Al transparency, analyzes emerging patternsin disclosure
practices, and explores the implications for effective oversight and governance.

WHY IS TRANSPARENCY IMPORTANT FOR FRONTIER MODELS?

“Transparency is an essential precondition for public accountability, scientific
innovation, and effective governance of digital technologies. Without adequate
transparency, stakeholders cannot understand foundation models, who they
affect, and the impact they have on society.” (Rishi Bommasani, Kevin Klyman, et. al,
2023)

As Al systems have grown more powerful and impactful in the last decade, transparency
has emerged as akey principle for Aldevelopment. Ina 2019 paper, three researchers at

' This excludes xAl's Grok-2, an outlier which scored 19.4 points total. Averaging its score on all Technical
Transparency metrics, it scored 0.17 out of 4.
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ETH Zurich overviewed 84 examples of Al principles and guidelines. Among them,
transparency was the most frequently occurring suggestion, appearing in over 85% of
analyzed documents.

Transparency is particularly important for frontier models, which are the most advanced
systems being deployed today. These systems are increasingly implemented in critical
domains like healthcare and defense, where their complex architectures, vast parameter
spaces, and gigantic training datasets make it difficult to understand their behavior, often
even fortheirown developers.

While the benefits of frontiermodels are vast, they also risk causing significant harm. These
include, among others, discrimination (Claude 3 Model Card, pg. 28), hallucinations
(GPT-4's Technical Report, pg. 46), or even the ability to assist experts in the reproduction
of abiological threat (OpenAl ol System Card, pg. 17). Thereis a current lack of
standardized pre-deployment testing procedures for frontier systems. This means
deployment decisions and domains marked for acceptable use rely oninternal corporate
assessments and ad hoc external tests.? As aresult, adequate transparency is the only
thing providing meaningful oversight as these systems are rapidly integrated into sensitive
domains thatimpact people’s livelihoods.*

For additional detail on transparency’s importance in this context, the Centerfor Research
on Foundation Models’ relevant research paper - where they introduce the Foundation
Model Transparency Index (FMTI) - does an excellent job overviewing the history and
scholarship of Altransparency in Section 2.3. This work is meaningfully influenced by the
FMTI, which was publishedin October 2023 and updatedin May 2024 and assessed 10
powerfulmodels on 100 transparency indicators.

METHODOLOGY

Our analysis examines frontier models including GPT-4, GPT-40, and the ol Preview by
OpenAl, Claude 3/3.5 by Anthropic, Llama 3.2 by Meta, Gemini 1.5 by Google, and Grok-2
by xAl. The transparency of these seven major frontier Almodelsis assessed across 21key
metrics.

2 While companies like OpenAl have solicited external assessments from organizations like Apollo
Research and METR, these evaluations primarily test for systemic risks and do not verify things like
benchmark performance or a model’s technical details. Additionally, assessments by different companies
are unstandardized and so can only be viewed as individual artefacts.

3 Importantly, this type of transparency does not require the open release of model weights. An analogy
here would be APIs. Developers can understand APls through clear documentation, performance
characteristics, and technical specifications, but don’t have access to the underlying technical
implementation.
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These metrics span crucial aspects of Al development across four groups: User-Facing
Documentation like prohibited uses and input modalities, Technical Transparency like
model size and training data composition, Information on Risk & Safety like the alignment
principles that guide development, and Evaluation & Impact like bias and environmental
impact. Each metric was scored on a scale of O-4, with higher scores indicating more
comprehensive disclosure, adjusted for factors like a significant delay in disclosure aftera
model’srelease. Further details on the categories examined, metrics used, scoring system,
and score modifiers are available in Appendix A.

Claude
3/3.5

Category GPT-4 GPT-40 |o1 Preview| Llama 3.2 | Gemini 1.5| Sonnet Grok-2
Model Use Guidelines 4 3 1 4 35 3.25 0
Capabilities & Limitations 4 35 S 4 4 4 1
Changes From Previous
Distinct Model 2 N/A N/A 4 4 2 1
Access Methods 4 4 4 4 3 3.25 4
Input/Output Formats 4 4 3 4 4 3.25 4
External Tool Integration N/A 1 2 3) 4 3125 1
Training Data Composition 1 2 1 2 1 1 0
Knowledge Cutoff 4 4 3} 4 0 325 1
Model Architecture 1 0 0 4 4 0 0
Model Size 0 0 0 4 0 0 0
Training Time 0 0 0 4 0 0 0
Post-Training Enhancements 4 1 1 4 3 1.75 0
E‘;E[g(ﬁ;iﬁ:{'ﬁggﬁnmues N/A NIA NIA N/A N/A NIA NIA
Alignment Principles 3 3 2 3 4 325 0
Security 1 0 0 N/A 2 1.25 0
Privacy Controls 2 2 1 N/A 2 1 2
Model Release Criteria 1 4 4 2 2 225 0
Environmental Impact 0 1 0 4 1 1 0
Industry Benchmarks 25 15 15 4 25 25 15
Systemic Risk Evaluations 4 4 4 4 3 4 0
Direct Risk Evaluations 4 3 3 2 3 3.25 0
Total (out of 100) 599 539 447 889 625 544 194

Figure 1. Numeric transparency scores of seven models across 21 categories. Scores adjusted for penalties.
Totalignores N/A values and scaled to 100.

Forthe full analysis of how each model was assessed across the 21 metrics, see Appendix

B.




RESULTS

Key Findings
The results paint a clear but concerning picture of industry transparency, with three key
observations:
1. Closed models are especially opaque around their technical details, whichis further
compounded by the ‘documentation-drift’ problem.
2. Established bigtech players (in this case Meta and Google) are currently more
transparent than Al startups.
3. Despite the use of industry benchmarks, information disclosed on assessing model
capabilities is not sufficient for meaningful comparison between models.

Discussion

Total transparency scores varied significantly across models. Meta’s open-weight Llama
3.2 leads by a significant margin, scoring 88.9 out of 100 points - nearly 30 points higher
thanits closest competitor. Among closed models, Google’s Gemini 1.5 achieved the
highest transparency score of 62.5. OpenAl’'s GPT-4 came close with 59.9 points, while
theirtwo successive models became more opaque, with GPT-40 scoring 54.5 points and
ol Preview scoring 44.7. Anthropic’s Claude 3/3.5 wasin the middle, scoring 54.4 points.
The least transparent model reviewed is xAl’'s Grok-2, which provides little public
information, scoring just 19.4 points. The long-form analysis of each modelis available in
Appendix B.

Before discussing the results of the analysis, there is animportant piece of context worth
mentioning. While many companies release detailed documentation about their Almodels
atlaunch, these same models oftenreceive substantial updates that can meaningfully
change theirbehavior and capabilities. These updates typically come with minimal
documentation - in many cases just a few sentences describing generalimprovements. A
recent notable example is Claude 3.5 Sonnet, which was updated in October, resultingin
significantincreasesin benchmark scores and anecdotal performance, but with hardly any
details of changes made to the model. Much of the Al community has noted that this
causes confusion and has started calling the updated model Claude 3.6 Sonnet for clarity.

This documentation gap - which we will refer to as the “documentation drift” problem,
borrowing a term from software development - creates a moving target and complicates
efforts to systematically evaluate, understand, and compare Al models. Our analysis of
Claude, forexample, is no longer refiective of the model users interface with today. It also
highlights the challenge of unknown-unknowns in this space. Researchers and the public
rely entirely on these companies to disclose when these models change. Both of these
facts emphasize the need for better guidelines or requirements for ongoing
documentation post-deployment.


https://www.anthropic.com/news/3-5-models-and-computer-use
https://greasyfork.org/en/scripts/514569-claude-3-6-renamer

With that contextin mind, our analysis uncovers several concerning patterns about the
state of frontiermodel transparency.

FINDING 1:Closed Models are Particularly Opaque About Technical Details

Despite variations in overall transparency, our analysis reveals that closed models are
consistently opaque around their technical details. Every closed modelin our sample,
regardless of company size or overall transparency score, maintains near-complete
opacity around Technical Transparency metrics such as model size (all scoring O) and
model architecture (all scoring O-1). This category also features the largest gap between
Meta’s score (3.50) and the average score of the closed models (0.95) at 2.55.% This
systematic opacity in technical details significantly hampers independent verification of
capabilities and limitations, external risk assessments, and meaningful comparison
between models. While some evaluation can be done through black-box testing, rigorous
technical analysis requires greaterinsight into amodel’s internal and development details.

Transparency of Al Models by Category Groups

4.00 B Llama 3.2
B Gemini1.5
GPT-4
B GPT-40
3.00 B o1 Preview
[ Claude 3/3.5 Sonnet
W Grok-2

2.00

1.00

0.00
User-Facing Technical Transparency Risk & Safety Evaluation & Impact
Documentation

Figure 3. Category group scores for frontier models.

The contrast with Meta’s Llama 3.2 is particularly telling. Meta provides detailed information
about model architecture, training procedures, and computational requirements,

4 The next closest category is Risk & Safety, with a discrepancy of 1.48.



demonstrating that such technical transparency is feasible.® This suggests that opacity
around technical details may be driven by factors such as business strategy rather than
technical constraints or oversight challenges.

This opacity, combined with the documentation-drift problem, canlead to a situation
where the public has a very poor understanding of the deployed models they interact with.
Evenif amodel had solid documentation onitsinitial release, like in the case of Claude 3,
successive model updates with minimal additional documentation® can mean public
understanding quickly becomes out of date. Other examples of this problem can be seen
with GPT-40, Gemini 1.5, and Grok-2.

Without access to these technical details, external researchers and oversight bodies
cannot effectively assess these systems’ capabilities, limitations, and potential risks. This
technical opacity ultimately undermines the public’s ability to understand, find evaluations
of, and hold accountable the systems making high-impact decisions about their finances,
health, and safety.

FINDING 2: Established Players are More Transparent than Al-native Companies

Our analysis also highlighted a divergence in disclosures between startup Alcompanies
and established technology giants. Meta and Google demonstrate higherlevels of
transparency in their Al releases, with Meta’s open-weight Llama 3.2 model achieving the
highest transparency score (88.9) and Google’s Gemini 1.5 leading among closed models
(62.5). Forcomparison, the Al startups scored between 59.9 (GPT-4) and 19.4 (Grok-2).

We do not purport to know for certain that this trend would hold if more models were
included or why it might be the case. One theory is that these startups simply lack the
resources to create robust documentation. However, this theory becomes less plausible
when considering documentation on older models from these startups like GPT-2, which
contains significantly more detail on technical information like model architecture and
training data than GPT-4’s technicalreport. GPT-4’s technical reportis also evenlonger
thanMeta’s Llama 3 report.

Another possibility is that this might be partially explained by these companies’ business
incentives. The startups analyzed are mostly Al-native companies,” which primarily
generaterevenue through selling access to theirmodels. These companies’ market
positions ostensibly rest on capability advantages. Established big tech companies, onthe

5 While outside the scope of this analysis, reviewing older papers like OpenAl’s technical report on GPT-2
further emphasizes that more robust disclosures of technical details are possible.

® The Claude 3.5 Sonnett “Model Card Addendum” is just 8 pages, and the October 2024 update to 3.5
Sonnett only received a short blog post.

" With the arguable exception of xAl, being a broader part of Elon Musk’s interconnected corporations.
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other hand, have more diversified revenue streams. Google and Meta have both been
accused of lagging on capabilities, but their thriving digital advertising businesses could
mean that they can choose to compete instead on transparency. Meta in particular has
argued forcefully in favor of openness, partially because, as CEO Mark Zuckerberg noted,
“Selling access to Almodels isn’'t our business model.”®

This patternraisesimportant questions about whetheran Alcompany’s financial position
impactsits ability and desire to be transparent. If alinkis identified, it would open further
questions about how to align commercial incentives with the public interest whenit comes
to Altransparency, particularly as these systems become furtherintegratedinto society.

FINDING 3: Capability Evaluation is Apples-to-Oranges

The documentation drift problemis not the only challenge for meaningfully comparing
frontiermodels. Any attempt to compare these seven models using standard benchmarks
faces systematic obstacles. Currently, each company essentially operatesits own
evaluation framework with varying levels of transparency, making it difficult for researchers,
policymakers, and users to make informed comparisons between models or track
progress in the field. To combat this, there is a need for standardizationin how capabilities
are measured and reported.

The first challenge is that the benchmark landscape itself is rapidly evolving - major model
releases often evaluate against a somewhat different set of benchmarks thanits
predecessors, making direct comparisons difficult. For example, when comparing GPT-4
and ol Preview, the former uses benchmarks like HellaSwag and WinoGrande, which have
beenremoved, while the latter uniquely uses MATH and MathVista.’

This shifting evaluation surface is compounded by a deeper challenge: the lack of
reproducibility inbenchmark results. With the notable exception of Meta’s Llama 3.2, for
which complete model weights and significant evaluation details are available, thereis no
reasonable way to reproduce the benchmark results reported by the other Alcompanies,
whichimpacted all of their scores. Evenin cases where documentationis relatively
detailed, crucial informationis often omitted - such as exactly how questions were
presented to the model, what sampling temperature was set to, and what the criteria were
forscoring.

8 Notably, while Meta has been effectively transparent about many aspects of their Llama models, its
choice to release Llama’s model weights publicly comes with significant risks. Researchers affiliated with
the People’s Liberation Army have already used Meta’s models to develop an Al tool for the Chinese
military. This patently harmful result further emphasizes the importance of separating principles like
transparency from practices like the unrestricted release of model weights.

® While OpenAl might argue these 01’s reasoning focus makes it a different type of model which should
be evaluated for different capabilities, there is little evidence that users do not view or use the o1 models
simply as GPT-40’s successor, considering the shared interface.
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Without the ability to independently verify benchmark claims or runidentical evaluations
across models, the field lacks a true apples-apples comparison of model capabilities.
Additionally, there is the elephant in the room: most of these benchmarks are not very
effective at measuring the capabilities they are meant to.

ADDITIONAL ANALYSIS

Otherdistinct but notable takeaways from this analysis include:

User-Facing Documentation was the best scoring category, with an average score
of 3.19 out of 4 and even Grok-2 scoring modestly (1.83).

With the exception of Grok-2, the models all scored well (3 or above) on systemic
risk evaluations, and in general much of the released documentationis through this
safety andrisk lens.

Security saw a generally poor performance as well, with many companies evaluating
theirmodels’ ability to engage in malicious cyber behavior, but not providing much
information on how they are protecting these systems.

There is general opacity surrounding environmental impact (all closed models score
alorbelow), although Meta (4) shows that this can be done.

LIMITATIONS

As with all analyses of emerging technologies, this analysis is constrained in several ways:

Few data points - While covering many of the most widely used frontiermodels
today, this analysis is still far from comprehensive. Additionally, the sample size of
seven models limits our ability to draw statistically significant conclusions about
broaderindustry trends.

Temporal constraints - Our analysis captures a specific snapshotintime during a
period of rapid developmentin Al. Given the fast-paced nature of Aladvancement,
some findings may quickly become outdated as new models are released or
existing ones are updated. For example, since this analysis was completed, the full
version of OpenAl’s ol model and its documentation was released.

Scoring subjectivity - Despite efforts to establish clear criteria, the scoring process
inevitably involves some subjective judgment, particularly when evaluating the
completeness and quality of disclosures. This is especially true for categories
requiring qualitative assessment, such as risk evaluations.
Documentationinconsistency - The varying formats, depth, location, and
organization of model documentation across companies makes direct
comparisons challenging. Additionally, it is possible some documentation was
overlooked as there are no common repositories.
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TOWARDS GREATER TRANSPARENCY

As today’s frontier Almodels become more powerful and broadly deployed, the urgent
need for straightforward and consistent transparency standards is clear. Our analysis finds
three critical challenges: first, transparency remains middling in closed models, with
especially poordisclosures on technical details. The "documentation drift" problem
compounds these opacity concerns, as significant model updates routinely occur with
minimal disclosure, creating a widening gap between what we know about these systems
and their actual capabilities.

Second, established tech companies like Google and Meta tend to provide more detail
than Al startups. This highlights a fundamental tensionin the field: while producing
comprehensive disclosures is technically feasible, as demonstrated by Llama 3.2, startups
have not done so possibly because of either economic disincentives or a lack of
administrative capacity. Finally, while many companies evaluate theirmodels against
similar benchmarks, there remains insufficient disclosure of the underlying methodology
and data, making meaningful, apples-to-apples comparisons between models effectively
impossible.

These challenges underscore that the complexity and rapidly evolving nature of frontier
models make transparency even more critical. Transparent documentation enables
independent experts, investigative journalists, and oversight bodies to identify when a
system’s capabilities drift away from what was initially described, catch deploymentsin
ill-suited contexts, and detect the emergence of unforeseenrisks.

These findings help make the case for decisive, coordinated action. Researchers, industry
leaders, and policymakers must work together to develop standards and legislative
frameworks for transparency, ensuring that disclosures are bothrigorous and practical.
Such frameworks would make it feasible to track model changes, verify benchmark claims,
and maintain an ecosystem that safeguards development without stifling innovation or
legitimate competitive advantage. Without such balanced intervention, we risk a future
where the public and regulatory bodies alike remainin the dark, increasingly subject to
decisions guided by powerful Al systems whose construction, limitations, and guiding
principles are hidden from view.

10



Appendix A

Score by Release Date

Score and Release Date

Model Release Date  Final Score
Gemini 1.5 21572024 625
GPT-4 31472023 599
GPT-4o 51472024 539
Claude 3.5 6/20/2024 b4 4
o1 Preview 91272024 447
Grok-2 61372024 19.4

Category Group Descriptions

Category Group Title Data Points Contained

Model Use Guidelines, Capabilities & Limitations,
User-Facing Changes from Previous Distinct Model, Access
Documentation Methods, Input/Output Formats, Knowledge Cutoff

External Tool Integration, Training Data Composition,
Model Architecture, Model Size, Training Time,
Post-Training Enhancements, Interpretability and
Explainability Techniques (although these were not
Technical Transparency scored across the board)

Alignment Principles, Security, Privacy Controls,

Risk & Safety Systemic Risk Evaluations
Model Release Criteria, Environmental Assessment,

Evaluation & Impact Industry Benchmarks, Direct Risk Evaluations
Category Group Scores

Subcategories Llama 3.2 Gemini 1.5 GPT4 GPT4o o1 Preview c';“:n:ff‘s Grok-2
User-Facing Documentation _ i 280

Technical Transparency 3.50 i

Risk & Safaty 350

Evaluation & Impact 3.00

11



Metric Descriptions

Metric Name

Description

Model Use Guidelines

A description of the intended, unintended, and
prohibited uses of the model.

Capabilities & Limitations

A description of the model's capabilities and
limitations.

Changes From Previous Distinct Model

A highlevel overview of how the model differs
from the previous (major named) version (e.g.,
GPT-3vs GPT-4).

Access Methods

Alist of available ways for customers and the
public to use (/access, inthe case of open
models) the model from the developer's
systems/infrastructure (e.g., a platformlike
ChatGPT oran API).

Input/Output Formats

Alist of modalities the model can parse and
produce (e.g., text,images, audio).

External Tool Integration

A description of the model's ability to connect to
and utilize external software, APIs, databases,
etc.

Training Data Composition

Information about the model's training data,
centered around key points such as the data's
sources, size, creators, selection/filtration
criteria, etc.

Knowledge Cutoff

The time after which the model has not been
trained on any new data.

Model Architecture

Information on the basic model type (e.g.,
transformer) and how the model was trained
(e.g., supervised learning, reinforcement
learning).

Model Size

The number of parametersin the model.

Training Time

The amount of time and computational power
required to train the model, typically measuredin
GPU hours.

Post-Training Enhancements

A description of any additional changes made to
the model afterinitial pretraining (e.g., fine
tuning, or the addition of capabilities like
chain-of-thought reasoning).

Interpretability and Explainability Techniques

An overview of methods taken to make the

12



model's behavior and internal processes more
understandable to humans (e.g., mechanistic
interpretability techniques or post-hoc
explanation).

Alignment Principles

A description of the developer's
procedures/guiding principles for determining
desirable model behavior, preventing
undesirable model behavior, and resolving
conflicts either between or within desirable and
undesirable behavior.

Security

Information about what steps the developer
takes toinstitute: 1. traditional cybersecurity
protocols(e.g., access controls, etc.)and 2.
protections unique to Al systems, such ways to
prevent model weight exfiltration, data
poisoning, and prompt injections.

Privacy Controls

An overview of measures taken to protect user
privacy wheninteracting with the model. This
couldinclude dataretention practices,
encryption standards, data sharing practices,
breach notifications, treatment of sensitive data,
etc.

Model Release Criteria

Underwhat criteria and circumstances should a
model be/not be cleared for public release?
How does the model perform against those
criteria?

Environmental Impact

What impact does the model's training and
ongoing use have on the environment? How
much energy does operating the model require?
How much water (or water byproduct) doesiit
require? What carbon offsetting is being done?
Etc.

Industry Benchmarks

Standardized performance metrics from
established industry and academic benchmarks,
including methodology used, raw scores,
comparative results against baseline models,
and information about benchmark versions and
potential training data contamination.

Systemic Risk Evaluations

Assessment of model risks and testing
conducted to evaluate potential catastrophic
harms, including systematic testing for CBRN
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capabilities, autonomous replication,
large-scale manipulation, etc. Encompasses
bothinternal and external testing (including
specialized red teaming), automated safety
evaluations, long-term mitigation strategies, and
ongoing monitoring plans for emerging systemic
risks.

Direct Risk Evaluations

Assessment of model risks and testing
conducted to evaluate user-facing and
operational concerns, including systematic
testing for harmful outputs, bias, hallucination
rates, jailbreak resistance, etc. Encompasses
bothinternal and external testing (including red
teaming), automated evaluations, immediate
mitigation strategies, and routine monitoring
protocols.

Scoring System

Base Rating Brief Description

0 Nothing mentioned regarding the givenitem of disclosure, orinformation
is explicitly withheld
Extremely high-level mentions without meaningful detail (e.g., "the model

1 has been trained on public and private data from the internet, filtered for
quality” or "we use standard cybersecurity protocols")
Some specifics are given, but significant gaps remain (e.g., training data

5 includes filtered web content, CommonCrawl, and academic papers, with
basic quality filters applied" or "safety testing included red teaming and
automated evaluations")
Mostly detailed information with minor to moderate gaps (e.g., "training
dataincludes [vague mention to public and private datal, filtered using
[some technique names] with [x%] removed due to [y]"

3 or
"safety evaluationincluded [x] rounds of red teaming by [y] external
experts finding [z] issues which were addressed" with no mention of
testing methodology).

4 Comprehensive information meeting all reasonable disclosure

expectations.
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Score Modifiers

Modifier Score
Label* |Additional Considerations Impact Applies to: Notes
Cannot bring a score below O.
Only applies if previous
documentation's disclosure
itemwould have scored overal.
This deduction will be applied to
A -0.75 . .
adisclosureitemunless the
most recent model
Item of disclosureis not presentin documentation explicitly states
the most recent model thatitem (orany/allunnamed
documentation** in a form that items) has not changed from
would scoreoveral All categories previous documentation.
Information not disclosed but the
B organization has significant other 1.00
work on the topic All categories
Information not disclosedin
C model documentation*** but is 2.00
disclosed elsewhere All categories
D Specific category'sinformationis 0.50
spread over multiple documents ' All categories
Information disclosed over 2
E -0.50 .
months after modelrelease All categories
Information must be inferred,
F either fromunclearlanguage or 100
fromresearch papers and other '
non-model documentation All categories
Does not allow for full Industry
G . -0.50 .
reproducibility Benchmarks Cannot bringascore below O

*Foruse in detailed disclosure evaluations
**'Most recent model documentation' refers to documentation about the latest named
update toamodel(e.g., Claude 3.5, Gemini 1.5, Llama 3.3, etc.)
***'Model documentation' refers to blog posts, Model Cards, System Cards, and other

documentation primarily focused on one model/family of models
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Appendix B

USER-FACING DOCUMENTATION METRICS

Gemini 1.5 (Pro &

PT-4
Flash) G

®

Model Use
Guidelines

©,

Capabilities
&
Limitations

O,

Knowledge
Cutoffs

GPT-40

Claude 3/3.5
Sonnet

o1 Preview

Intended uses are inferred
through general
descriptions of
capabilities, such as in the
intro of the System Card.
Mentions mitigating
information harms, bias
and discrimination, and
content that violates
usage policies on pg. 2 of
the System Card, along
with further details
throughout

3

Capabilities are most
clearly laid out in the

release blog while
limitations are discussed

on System Card pg. 12

4-0.5(E)

Properly detailed sections
for each on the Claude 3
Model Card pg.2, also
referencing the Anthropic
Acceptable Use Policy.
Missing from 3.5
documentation

4-0.75(A)

Minor discussion of this
being a reasoning model
for hard STEM problems in
the release blog, with only
a single mention of the
org's usage policies in the
System Card

Capabilities discussed
throughout the o1 release
blog, such as in the
"whom it's for" section, as
well as a series of videos
on the blog

Limitations are discussed
through the release blog
("How it works"),
evaluations blog, and

System Card, although
ideally information would

be more aggregated and
explicitly labeled
limitations

4-0.5(E)

Grok-2

Release blog mentions
"frontier capabilities in
chat, coding and
reasoning" without much
more detail. No evaluation
or formal discussion of
limitations

Llama 3.2

Discusses capabilities at a
high level throughout the
release blog.

Discusses limitations at
the end of the Model Card

4-0.5(E)

October 2023, as per APl
documentation

4-1(F)

Unspecified, but does
indicate access to real-
time data via X (formerly
Twitter)
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https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://gemini.google/policy-guidelines/
https://policies.google.com/terms/generative-ai/use-policy
https://openai.com/policies/usage-policies/
https://openai.com/policies/usage-policies/
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://openai.com/index/introducing-openai-o1-preview/
https://openai.com/policies/usage-policies/
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/USE_POLICY.md
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/USE_POLICY.md
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/USE_POLICY.md
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/MODEL_CARD.md
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://storage.googleapis.com/deepmind-media/gemini/gemini_1_report.pdf
https://storage.googleapis.com/deepmind-media/gemini/gemini_1_report.pdf
https://arxiv.org/pdf/2303.08774
https://openai.com/index/hello-gpt-4o/
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://openai.com/index/introducing-openai-o1-preview/
https://openai.com/index/introducing-openai-o1-preview/
https://openai.com/index/learning-to-reason-with-llms/
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/MODEL_CARD.md
https://developer.box.com/guides/box-ai/ai-models/google-gemini-1-5-flash-001-model-card/
https://arxiv.org/pdf/2303.08774
https://cdn.openai.com/gpt-4o-system-card.pdf
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://openai.com/api/pricing/?utm_source=chatgpt.com
https://openai.com/api/pricing/?utm_source=chatgpt.com
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/MODEL_CARD.md

®

Changes
From
Previous
Distinct
Model

®

Access
Methods

©

Input/Output
Formats

The Gemini 1.0 Technical
Report overviews Gemini,
Gemini Advanced, and
Gemini APIs. The release
blog does mention Al
Studio and Vertex Al, but
it's unclear whether this is
comprehensive

3

Debatable whether this is
considered a new version
of GPT-4, but since it given
the novel description of an
"omni" model we will treat
it as separate. Several
metric comparisons are
still made throughout the
documentation, such as in
the release blog

N/A

Overviewed on 3's Model
Card pg. 1 but omitted
from 3.5's Card

4-0.75(A)

Overviewed on 3's Model
Card pg. 1 but omitted
from 3.5's Card

4-0.75(A)

Comparisons in
evaluation metrics
throughout the
evaluations blog and the
System Card, but in
general this is the first
generation of these
reasoning-focused
models

N/A

Not explicitly stated, but
inferable through the
disclaimer in the release
blog "how it works"
section

4-1(F)

Not meaningfully
summarized within a
single document, but the
Grok-2 benchmarks found
in the release blog offer a
comparison to Grok 1.5
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https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://arxiv.org/pdf/2303.08774
https://arxiv.org/pdf/2303.08774
https://openai.com/index/gpt-4/
https://openai.com/index/gpt-4/
https://openai.com/index/hello-gpt-4o/
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://openai.com/index/learning-to-reason-with-llms/
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://x.ai/blog/grok-2
https://github.com/meta-llama/llama-models/blob/main/models/llama3_1/MODEL_CARD.md
https://arxiv.org/abs/2312.11805
https://arxiv.org/abs/2312.11805
https://blog.google/technology/ai/google-gemini-next-generation-model-february-2024/#gemini-15
https://blog.google/technology/ai/google-gemini-next-generation-model-february-2024/#gemini-15
https://openai.com/index/gpt-4/
https://openai.com/index/hello-gpt-4o/
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://openai.com/index/introducing-openai-o1-preview/
https://x.ai/blog/grok-2
https://x.ai/blog/grok-2
https://www.llama.com/llama-downloads/
https://www.llama.com/llama-downloads/
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://openai.com/index/gpt-4/
https://openai.com/index/hello-gpt-4o/
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://openai.com/index/introducing-openai-o1-preview/
https://openai.com/index/introducing-openai-o1-preview/
https://x.ai/blog/grok-2
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/

TECHNICAL TRANSPARENCY METRICS

Gemini 1.5 (Pro &
Flash)

GPT-4

GPT-40

Claude 3/3.5
Sonnet

o1 Preview

Grok-2

Llama 3.2

O,

External Tool
Integration

The section on Function
calling (Gemini 1.5

Technical Report pgs. 32-
33) addresses this

GPT-4 did not have the
capacity for function
calling at the time of its
release, but the API
documentation now has a
relevant section. ChatGPT
Plugins were also released
shortly following the
release of GPT-4

N/A

Capacity for tool use
acknowledged throughout
the System Card, such as
on pg. 20, but not
explained

3's Model Card pg. 1
mentions the model
excels at tool use. In their
release statement,
Anthropic indicated this
feature would come at a
later date.

Two months later
Anthropic released more
information on this
stipulating that users can
provide Claude tool
access, but there are
none provided server-
side. 8.5's Model Card
Addendum does not
discuss this

4-0.75 (A)

Tool use is involved in
evaluations several times
throughout the System
Card, such as pgs 29-31,
but not clear whether the
public version has access

2

Training Data
Composition

Very little information in
the Technical Report or
elsewhere beyond "data
sourced across many
different domains,
including web documents
and code, and
incorporates image,
audio, and video content"

Techincal Report pg. 2
explains the model is
trained on public data
found on the internet and
private data from
partnerships

System Card pgs. 1-2
overviews the pre-training
dataset with moderate
specificity and explains
several filtering steps

2

Little to no information.
3's Model Card describes
a mix of public and non-
public data on pg. 3. Also
has a high level overview
of data crawling policies
(follow robots.txt, don't
bypass CAPTCHA,
transparent crawling).
3.5's Model Card
Addendum also does not
discuss this

System card pg. 1
describes the standard

use of public data and
proprietary data. Also
briefly describes data
filtering and
reinforcement learning
without providing details

Release blog mentions
significant improvements
in "its tool use
capabilities" without
providing further details

Release blog mentions
tool use several times, but
only the 3.1 release blog
actually links to a site on
the topic/broader system
integrations. Information
in the model
documentation is
relatively sparse

3-0.75(A)-0.5(D)

Strong overview of filtering
and cleaning techniques,
info on multilingual data,
other domain-specific
datatypesin Llama 3's
Technical Report. Better
overview of the pretraining
corpus in 3.2's Model
Card than other models,
but still significantly
opaque. Uniquely, has a
discussion of how 3.1's
data was used to guide
3.2's training in the Model
Card

2-0.75(A)
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https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://openai.com/index/function-calling-and-other-api-updates/?utm_source=chatgpt.com
https://openai.com/index/function-calling-and-other-api-updates/?utm_source=chatgpt.com
https://platform.openai.com/docs/guides/function-calling
https://openai.com/index/chatgpt-plugins/
https://openai.com/index/chatgpt-plugins/
https://www.anthropic.com/news/claude-3-family
https://docs.anthropic.com/en/docs/build-with-claude/tool-use
https://docs.anthropic.com/en/docs/build-with-claude/tool-use
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://x.ai/blog/grok-2
https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/
https://github.com/meta-llama/llama-agentic-system
https://arxiv.org/pdf/2303.08774
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://arxiv.org/abs/2407.21783
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/MODEL_CARD.md
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/MODEL_CARD.md

O,

Model
Architecture

Model Size

O,

Training Time

Discussion of SFT and

RLHF on 1.5's Technical
Report pg. 52 - relatively
high level but still useful

Post-Training

Enhancements 8

Techincal Report pg. 2
explains thisis a
"Transformer-style model
pre-trained to predict the
next token in a document”

Mentions that the model
is aligned to human
preferences on System

3's Model Card pg. 3
explains that
Constitutional Al (CAl) is
used and, at a high level,
how, which Anthropic has
expanded on in separate
research papers. Not
mentioned in 3.5's Model
Card Addendum

3-0.75 (A) - 0.5 (D)

One mention of an RLHF
step on System Card pg. 6
and notes that the model
uses RL to engage on
chain-of-thought
reasoning

Llama 3's Technical
Report starting on pg. 6,
explains how it deviates
from previous versions'
architecture. Provides
crucial details such as #
of layers

4-0.75(A)



https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://arxiv.org/pdf/2303.08774
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://arxiv.org/abs/2407.21783
https://arxiv.org/abs/2407.21783
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://arxiv.org/pdf/2303.08774
https://cdn.openai.com/gpt-4o-system-card.pdf
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www.anthropic.com/research/constitutional-ai-harmlessness-from-ai-feedback
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://arxiv.org/abs/2407.21783
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2

O,

Interpretability
and
Explainability
Techniques*

*Points will not
be deducted
for this as itis
evolving
science with
few best
practices
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https://deepmind.google/research/publications/22295/
https://deepmind.google/research/publications/22295/
https://openai.com/index/extracting-concepts-from-gpt-4/
https://openai.com/index/extracting-concepts-from-gpt-4/
https://openai.com/index/language-models-can-explain-neurons-in-language-models/
https://openai.com/index/language-models-can-explain-neurons-in-language-models/
https://openai.com/index/language-models-can-explain-neurons-in-language-models/
https://www.anthropic.com/research/mapping-mind-language-model
https://openai.com/index/learning-to-reason-with-llms/

RISK AND SAFETY METRICS

Alignment
Principles

©

Security

Gemini 1.5 (Pro &
Flash)

Good discussion in the 1.5
Technical Report about
LLM specfic attacks like
prompt injection on pg. 60.
Not so much information
on the company's
practices to secure the
model and their
infrastructure

GPT-4

GPT-40

Claude 3/3.5
Sonnet

o1 Preview

Alignment is discussed
throughout the Technical
Report, including pgs. 11-
14 and more extensively
discussed on 61-69. There
is not much explicitly
stated about positive
alignment and trade-offs
between different types of
behavior. This is further
articulated by OpenAl later
with their Preparedness
Framework.

Discussion on Technical
Report pgs. 53-54 of the
model's cybersecurity
capabilities as a threat
vector, but little
information on how the
model and surrounding
systems are secured.
OpenAl Security Portal has
a better general discussion
of internal company
security protocols and
certifications

Discusses alignment
throughout, such as on
System Card pgs. 5-6. The
section on OpenAl's
Preparedness Framework
on pgs. 12-13 and the
assessments that follow
provide good detail, but
are mostly in the context of
unwanted behavior and
risks

Claude 3 Model Card pg. 4
points to their work on CAl,
referencing the "set of
ethical and behavioral
principles that the model
uses to guide its outputs.”
Discussion of this topic is
missing from 3.5's
Addendum

4-0.75(A)

Despite significant safety
testing done, and a
moderate discussion of
undesirable model
behavior in the System
Card's section on
Preparedness Framework
Evaluations (pg. 13), there
are no documented
guiding principles that
answer the question "what
are we aligning to"

2

Pg. 4 in Claude 3's Model
Card lists a variety of
security measures (e.g.,
MFA, two-party controls).
Additionally, pg. 26 points
to specific security
commitments for similar
models in their RSP.
Further security and
compliance information in
their Trust Portal. The
Model Card does not
contain robust information
on Al-specific attacks like
data poisoning. The 3.5
Addendum does not
include information on
either

2-0-75(A)

Llama 3.2

Llama 3's technical Report
pgs. 15-19 discuss various
alignment techniques
under the theme of
aligning with human
preferences. This is more
of a discussion of what
they do (SFT, DPO, reward
modeling, etc.) than a
philosophical overview.
The model cards have a
broad overview the
model's values, which
helps round out the
picture, although these
two elements should be
better connected (the
alignment goals and the
techniques to achieve
them)

3-0.5(D)

Apples to oranges enough
as an open weight model.
Meta releases system
guards (Llama Guard,
Prompt Guard, and Code
Shield) alongside their
models to attempt to
bolster these open
system, as described in
the model cards

N/A
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https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://arxiv.org/pdf/2303.08774
https://arxiv.org/pdf/2303.08774
https://cdn.openai.com/openai-preparedness-framework-beta.pdf
https://cdn.openai.com/openai-preparedness-framework-beta.pdf
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://arxiv.org/abs/2407.21783
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://arxiv.org/pdf/2303.08774
https://arxiv.org/pdf/2303.08774
https://trust.openai.com/
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://trust.anthropic.com/
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2

Refers to their privacy
policy on pg. 3in 3's Model | System Card pg. 2 briefly
Card but does not go into [ mentions filtering personal
detail on model-specific data out of training data
protections/processes

Privacy
Controls

Pgs. 68-72 of the Technical
Report overviews
dangerous capability
evaluations. Some
subsections are lacking in
detail or evaluation results
. but does overview
Systemic | methodology and

Risk distinguishes between in-
R house and external testing
Evaluations
approaches
3
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https://support.google.com/gemini/answer/13594961?hl=en#collected_data&zippy=%2Cwhat-data-is-collected-how-is-it-used%2Cwhy-is-human-review-of-my-gemini-apps-conversations-feedback-and-related-data-required%2Cdo-you-use-my-gemini-apps-conversations-to-show-me-ads%2Cwho-has-access-to-my-gemini-apps-conversations
https://support.google.com/gemini/answer/13594961?hl=en#collected_data&zippy=%2Cwhat-data-is-collected-how-is-it-used%2Cwhy-is-human-review-of-my-gemini-apps-conversations-feedback-and-related-data-required%2Cdo-you-use-my-gemini-apps-conversations-to-show-me-ads%2Cwho-has-access-to-my-gemini-apps-conversations
https://arxiv.org/pdf/2303.08774
https://privacy.openai.com/policies
https://cdn.openai.com/gpt-4o-system-card.pdf
https://cdn.openai.com/gpt-4o-system-card.pdf
https://console.anthropic.com/legal/privacy
https://console.anthropic.com/legal/privacy
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://x.ai/privacy-policy
https://about.fb.com/news/2023/09/privacy-matters-metas-generative-ai-features/
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://arxiv.org/pdf/2303.08774
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://arxiv.org/abs/2407.21783
https://arxiv.org/abs/2407.21783

EVALUATION AND IMPACT METRICS

Gemini 1.5 (Pro &
Flash)

Claude 3/3.5
Sonnet

o1 Preview

Model
Release
Criteria

Not presented with GPT-
4's launch, but this has

since been improved with
the public development of

their Preparedness work

0+1(B)

Environmental
Impact

Anthropic does not
disclose energy used by
their models, but they do
provide a high level
overview of their efforts to
hit net zero climate
impact through offsets pg.
4 of the Model Card. No
data or details are
provided.

While not in Gemini's
documentation, Google
does release an annual
environmental report in
which they mention a
recent 13% YoY increase
in energy consumption
due largely to data center
costs

Environmental harms
mentioned on System
Card pg. 19 and
references to OpenAl's
other work, however no
details of this specific
model's impact provided

0+1(B)
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https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://ai.google/responsibility/principles/
https://ai.google/responsibility/principles/
https://openai.com/preparedness/
https://cdn.openai.com/gpt-4o-system-card.pdf
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www.anthropic.com/news/anthropics-responsible-scaling-policy
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://ai.meta.com/blog/meta-llama-3-meta-ai-responsibility/
https://ai.meta.com/blog/meta-llama-3-meta-ai-responsibility/
https://www.gstatic.com/gumdrop/sustainability/google-2024-environmental-report.pdf
https://cdn.openai.com/gpt-4o-system-card.pdf
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://arxiv.org/pdf/2204.05149
https://arxiv.org/pdf/2204.05149

Industry
Benchmarks

Uses standard
benchmarks to evaluate
core capabilities (pg. 28 of
Technical Report) but only
provides moderate
evaluation details and in
the paper, only compares
benchmarks to other
Gemini models and lacks
information for
reproducibility

3-0.5(G)

Atable of benchmark
results appears on pg. 7 of
the Technical Report,
including a methodology
for multi-shot prompting
and benchmark selection.
Correctly compares
results to SOTA, but is
lacking on methodological
details and are not fully
reproducible

3-0.5(G)

Some standard
benchmarks provided in
release blog, with the
System Card pg. 8
providing slightly more
detail, but very little
context for decisions like
reporting on "a subset of
MMLU"

2-0.5(G)

Claude 3's Model Card
gives standard tables of
evaluation metrics on pg.
6-8. Throughout the
document, there is
moderate discussion of
evaluation details but only
for some benchmarks.
3.5's Addendum presents
comparative standard
benchmarks starting on
pg. 2, but lacks
methodological details
and is not fully
reproducible

3-0.5(G)

The evaluations blog
appendix provides scores
on a number of standard
benchmarks. However,
very little information
beyond the raw score is
given

Grok-2's release blog
presents standard industry
benchmarks, but lacks any
methodological detail or
information required for
reproducibility

2-0.5(G)

2-0.5(G)

Standard benchmarks in
results section from the
model cards. Overall does
a good job with a large
number of benchmarks.
Also, importantly, provides
information on how they
arrived at their results and
their methodology. Eval
information further
detailed here

4

@

Direct Risk
Evaluations

Sectio on Technical Report
pg. 51 overviews training
for safety and direct risks.
Section beginning on pg.
52 overviews the model's
levels of risk through
things like violations of
toxicity policies and
robustness to jailbreaks.
Separate section on
representational harms on
pg. 65. Missing robust
discussion of
hallucinations

Strong discussion
throughout the Technical
Report's section on
"Observed Safety
Challenges" (pg. 44)
including hallucinations
on pg. 46, harmful
outputs, bias, and other
harms of representation
on pgs. 47-50

4

Strong discussion from
System Card pgs. 19-24 on
societal impacts including
hallucinations,
anthropomorphization,
health, etc. Bias
mentioned as a topic of
external testing and given
acknowledgement
throughout but without
detail

Pgs. 27-32in 3's Model
Card overviews risks like
discrimination, elections
integrity, hallucinations,
etc. These include
quantitative metrics, red
teaming, etc. The section
on areas for improvement
starting on pg. 31 is
particularly valuable. Most
of these elements are
absent from 3.5's
Addendum

4-0.75(A)

Moderate to strong
discussion throughout the
System Card including
disallowed content and
jailbreak evaluations on
pgs. 3-4, hallucination
evaluations on pgs. 4-5,
and bias evaluations on 5-
6. However, a number of
the evaluations lacked
detail either in
methodology, results, or
both, such as the section
on "regurgitation
evaluation”

Moderate discussion on
pgs. 50-51 of 3's Technical
Report. However,
especially considering this
modelis open, they could
do with a more robust
discussion/evaluation of
potentialrisks. Llama
Guard is advertised to help
in some cases, such as
with "hate" related inputs
and outputs. Very little
discussionin 3.2
specifically

2-0.75 (A)
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https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://arxiv.org/pdf/2303.08774
https://openai.com/index/hello-gpt-4o/
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://openai.com/index/learning-to-reason-with-llms/
https://x.ai/blog/grok-2
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://huggingface.co/collections/meta-llama/llama-32-evals-66f44b3d2df1c7b136d821f0
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/eval_details.md
https://huggingface.co/datasets/meta-llama/Llama-3.2-3B-evals
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://arxiv.org/pdf/2303.08774
https://arxiv.org/pdf/2303.08774
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://arxiv.org/abs/2407.21783
https://arxiv.org/abs/2407.21783
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