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ABSTRACT
Asartificial intelligence systemsbecome increasingly embedded in critical infrastructure,
transparency indevelopment anddeployment is crucial for effectiveoversight. This paper
presents a novel analysis of transparencypractices across seven leading frontier AI
models, evaluating21 keymetrics in four categories: User-FacingDocumentation,
Technical Transparency, Risk&Safety Information, andEvaluation& Impact.Ourfindings
reveal a concerning trend: closedAImodels areprovidingminimal public information about
their technical underpinnings.Whenevaluatedunderour framework, the six closedmodels
averageda0.95outof 4.00on Technical Transparencymetrics.

Additionally, this research identifies acritical "documentationdrift" problem,where
significantmodel updatesoccurwithminimal disclosureordocumentation updates,
creatinganexpandinggapbetweendocumentedanddeployedcapabilities. This study
alsoexposes a starkdivide in industrypractices: established technologycompanieswith
diverse revenue streamsmaintain higher transparency,while newAI startups trend toward
opacity.Our transparency scoring systemshowsMeta's open-weight Llama3.2 (88.9/100)
andGoogle'sGemini 1.5 (62.5/100) leading indisclosurepractices,while newermodels
fromstartupfirms likeOpenAI's o1 Preview (44.7/100) and xAI'sGrok-2 (19.4/100) are
significantlymoreopaque. Thesefindings highlight the urgent need for robust,
standardizeddisclosures tobolster transparency -disclosures thatbalancemeaningful
oversightwith competitive innovation.Weconcludebybroadly calling for industry
standards and legislative frameworks that could address this transparencydeficitwithout
inadvertently consolidatingpower among large tech incumbents.
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INTRODUCTION
Frontier AImodels are rapidly becomingembedded in critical infrastructure – from the
financial sector topowergrids toeducational tools. As thesemodelsgrowmorepowerful
andubiquitous, it is imperative that researchers, policymakers, and thepublic understand
how they function.However, our newanalysis of transparencymetrics across seven
frontier AImodels reveals this is not thecase: theclosedmodels reviewedaredecidedly
opaque,with the topfiveclosedmodels averaging55.1 points outof 100.1 Thepicture is
evenworse for information about thesemodels’ technical details,with thosefivemodels
averaging 1.11 out of 4onall Technical Transparencymetrics. This opacity comesat a
particularly concerningmoment,with safety-consciousemployeesexiting leading labs
andexternal reviewers uncovering “significantgaps” in safetymeasures.

This analysis exposes starkdivides in industrydisclosurepractices. Established techgiants
likeGoogle andMeta,whichpossessgreater resources anddiverse revenue streams
beyondAI, providemore robustdisclosures.Meta's Llama3.2 leadswith thehighest
transparency score (88.9/100),whileGoogle'sGemini 1.5 sets the standardamongclosed
models (62.5/100). In contrast, AI-native companies – startupswhoseprimarybusiness
model dependson selling access to theirmodels – are trending toward increasedopacity.
This trend is compoundedby the “documentationdrift” problem– thegrowinggap
between initialmodel documentation and thecapabilitiesofdeployedsystemswhich have
received significantbut under-reportedupdates.

Throughour systematic evaluationof 21 keymetrics across fourmajor categories –
User-FacingDocumentation, Technical Transparency, Risk&Safety, Evaluation& Impact –
this paper examines the stateofAI transparency, analyzesemergingpatterns indisclosure
practices, andexplores the implications for effectiveoversight andgovernance.

WHY IS TRANSPARENCY IMPORTANTFORFRONTIERMODELS?
“Transparency is anessential precondition for public accountability, scientific
innovation, andeffectivegovernanceofdigital technologies.Without adequate
transparency, stakeholders cannot understand foundationmodels,who they
affect, and the impact they haveon society.” (Rishi Bommasani, KevinKlyman, et. al,
2023)

AsAI systemshavegrownmorepowerful and impactful in the last decade, transparency
hasemergedas a keyprinciple for AI development. In a 2019paper, three researchers at

1 This excludes xAI’s Grok-2, an outlier which scored 19.4 points total. Averaging its score on all Technical
Transparency metrics, it scored 0.17 out of 4.
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ETHZurichoverviewed84examplesofAI principles andguidelines. Among them,
transparencywas themost frequently occurring suggestion, appearing inover 85%of
analyzeddocuments.

Transparency is particularly important for frontiermodels,which are themost advanced
systemsbeingdeployed today. These systemsare increasingly implemented in critical
domains like healthcare anddefense,where their complex architectures, vast parameter
spaces, andgigantic trainingdatasetsmake it difficult to understand their behavior, often
even for their owndevelopers.

While thebenefitsof frontiermodels are vast, they also risk causing significant harm. These
include, amongothers, discrimination (Claude3ModelCard, pg. 28), hallucinations
(GPT-4’s Technical Report, pg. 46), or even theability to assist experts in the reproduction
of abiological threat (OpenAI o1 SystemCard, pg. 17). There is a current lackof
standardizedpre-deployment testingprocedures for frontier systems. Thismeans
deploymentdecisions anddomainsmarked for acceptable use rely on internal corporate
assessments andadhocexternal tests.2Asa result, adequate transparency is theonly
thingprovidingmeaningful oversight as these systemsare rapidly integrated into sensitive
domains that impactpeople’s livelihoods.3

For additional detail on transparency’s importance in this context, theCenter for Research
onFoundationModels’ relevant researchpaper –where they introduce theFoundation
Model Transparency Index (FMTI) –doesanexcellent joboverviewing thehistory and
scholarshipofAI transparency in Section2.3. Thiswork ismeaningfully influencedby the
FMTI,whichwaspublished inOctober 2023andupdated inMay2024andassessed 10
powerfulmodels on 100 transparency indicators.

METHODOLOGY
Our analysis examines frontiermodels includingGPT-4,GPT-4o, and theo1Previewby
OpenAI,Claude3/3.5byAnthropic, Llama3.2byMeta,Gemini 1.5byGoogle, andGrok-2
by xAI. The transparencyof these sevenmajor frontier AImodels is assessedacross 21 key
metrics.

3 Importantly, this type of transparency does not require the open release of model weights. An analogy
here would be APIs. Developers can understand APIs through clear documentation, performance
characteristics, and technical specifications, but don’t have access to the underlying technical
implementation.

2 While companies like OpenAI have solicited external assessments from organizations like Apollo
Research and METR, these evaluations primarily test for systemic risks and do not verify things like
benchmark performance or a model’s technical details. Additionally, assessments by different companies
are unstandardized and so can only be viewed as individual artefacts.
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Thesemetrics spancrucial aspectsofAI development across four groups:User-Facing
Documentation likeprohibiteduses and inputmodalities, Technical Transparency like
model size and trainingdatacomposition, InformationonRisk&Safety like thealignment
principles that guidedevelopment, andEvaluation& Impact likebias andenvironmental
impact. Eachmetricwas scoredona scaleof0-4,with higher scores indicatingmore
comprehensivedisclosure, adjusted for factors like a significantdelay indisclosure after a
model’s release. Further details on thecategories examined,metrics used, scoring system,
and scoremodifiers are available in Appendix A.

Figure 1. Numeric transparency scoresof sevenmodels across 21 categories. Scores adjusted for penalties.
Total ignoresN/A values and scaled to 100.

For the full analysis of howeachmodelwas assessedacross the21metrics, seeAppendix
B.
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RESULTS
KeyFindings
The results paint a clear but concerningpictureof industry transparency,with three key
observations:

1. Closedmodels areespecially opaquearound their technical details,which is further
compoundedby the ‘documentation-drift’ problem.

2. Establishedbig techplayers (in this caseMeta andGoogle) are currentlymore
transparent thanAI startups.

3. Despite theuseof industrybenchmarks, informationdisclosedonassessingmodel
capabilities is not sufficient formeaningful comparisonbetweenmodels.

Discussion
Total transparency scores varied significantly acrossmodels.Meta’s open-weight Llama
3.2 leadsbya significantmargin, scoring88.9outof 100points – nearly 30points higher
than its closest competitor. Amongclosedmodels,Google’sGemini 1.5 achieved the
highest transparency scoreof 62.5.OpenAI’sGPT-4cameclosewith 59.9points,while
their twosuccessivemodelsbecamemoreopaque,withGPT-4o scoring54.5points and
o1Previewscoring44.7. Anthropic’sClaude3/3.5was in themiddle, scoring54.4points.
The least transparentmodel reviewed is xAI’sGrok-2,whichprovides little public
information, scoring just 19.4points. The long-formanalysis of eachmodel is available in
AppendixB.

Beforediscussing the results of theanalysis, there is an importantpieceof contextworth
mentioning.Whilemanycompanies releasedetaileddocumentation about their AImodels
at launch, these samemodelsoften receive substantial updates that canmeaningfully
change their behavior andcapabilities. Theseupdates typically comewithminimal
documentation – inmanycases just a fewsentencesdescribinggeneral improvements. A
recent notable example isClaude3.5Sonnet,whichwasupdated inOctober, resulting in
significant increases inbenchmark scores andanecdotal performance, butwith hardly any
details of changesmade to themodel.Muchof theAI community has noted that this
causesconfusion andhas startedcalling theupdatedmodelClaude3.6Sonnet for clarity.

This documentationgap–whichwewill refer to as the “documentationdrift” problem,
borrowinga term fromsoftwaredevelopment –creates amoving target andcomplicates
efforts to systematically evaluate, understand, andcompareAImodels.Our analysis of
Claude, for example, is no longer reflectiveof themodel users interfacewith today. It also
highlights thechallengeof unknown-unknowns in this space. Researchers and thepublic
rely entirely on thesecompanies todisclosewhen thesemodels change.Bothof these
facts emphasize theneed for better guidelinesor requirements for ongoing
documentationpost-deployment.
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With that context inmind, our analysis uncovers several concerningpatterns about the
stateof frontiermodel transparency.

FINDING 1:ClosedModels are ParticularlyOpaqueAbout Technical Details
Despite variations in overall transparency, our analysis reveals that closedmodels are
consistently opaquearound their technical details. Every closedmodel in our sample,
regardlessof company sizeor overall transparency score,maintains near-complete
opacity around Technical Transparencymetrics suchasmodel size (all scoring0) and
model architecture (all scoring0-1). This category also features the largest gapbetween
Meta’s score (3.50) and theaverage scoreof theclosedmodels (0.95) at 2.55.4 This
systematicopacity in technical details significantly hampers independent verificationof
capabilities and limitations, external risk assessments, andmeaningful comparison
betweenmodels.While someevaluationcanbedone throughblack-box testing, rigorous
technical analysis requiresgreater insight into amodel’s internal anddevelopmentdetails.

Figure3.Categorygroup scores for frontiermodels.

ThecontrastwithMeta’s Llama3.2 is particularly telling.Metaprovidesdetailed information
aboutmodel architecture, trainingprocedures, andcomputational requirements,

4 The next closest category is Risk & Safety, with a discrepancy of 1.48.
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demonstrating that such technical transparency is feasible.5 This suggests that opacity
around technical detailsmaybedrivenby factors suchasbusiness strategy rather than
technical constraints or oversight challenges.

This opacity, combinedwith thedocumentation-drift problem, can lead toa situation
where thepublic has a verypoor understandingof thedeployedmodels they interactwith.
Even if amodel had soliddocumentationon its initial release, like in thecaseofClaude3,
successivemodel updateswithminimal additional documentation6canmeanpublic
understandingquickly becomesoutofdate.Other examplesof this problemcanbeseen
withGPT-4o,Gemini 1.5, andGrok-2.

Without access to these technical details, external researchers andoversightbodies
cannot effectively assess these systems’ capabilities, limitations, andpotential risks. This
technical opacity ultimately undermines thepublic’s ability to understand, findevaluations
of, andhold accountable the systemsmakinghigh-impactdecisions about their finances,
health, and safety.

FINDING2: EstablishedPlayers areMore Transparent thanAI-nativeCompanies
Our analysis also highlightedadivergence indisclosuresbetween startupAI companies
andestablished technologygiants.Meta andGoogledemonstrate higher levels of
transparency in their AI releases,withMeta’s open-weight Llama3.2model achieving the
highest transparency score (88.9) andGoogle’sGemini 1.5 leadingamongclosedmodels
(62.5). For comparison, theAI startups scoredbetween59.9 (GPT-4) and 19.4 (Grok-2).

Wedonotpurport to know for certain that this trendwould hold ifmoremodelswere
includedorwhy itmightbe thecase.One theory is that these startups simply lack the
resources tocreate robustdocumentation.However, this theorybecomes lessplausible
whenconsideringdocumentationonoldermodels from these startups likeGPT-2,which
contains significantlymoredetail on technical information likemodel architecture and
trainingdata thanGPT-4’s technical report.GPT-4’s technical report is alsoeven longer
thanMeta’s Llama3 report.

Another possibility is that thismightbepartially explainedby thesecompanies’ business
incentives. The startups analyzedaremostly AI-native companies,7whichprimarily
generate revenue through selling access to theirmodels. Thesecompanies’market
positionsostensibly rest oncapability advantages. Establishedbig techcompanies, on the

7 With the arguable exception of xAI, being a broader part of Elon Musk’s interconnected corporations.

6 The Claude 3.5 Sonnett “Model Card Addendum” is just 8 pages, and the October 2024 update to 3.5
Sonnett only received a short blog post.

5 While outside the scope of this analysis, reviewing older papers like OpenAI’s technical report on GPT-2
further emphasizes that more robust disclosures of technical details are possible.
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other hand, havemorediversified revenue streams.Google andMeta havebothbeen
accusedof laggingoncapabilities, but their thrivingdigital advertisingbusinessescould
mean that theycanchoose tocompete insteadon transparency.Meta inparticular has
argued forcefully in favor of openness, partially because, asCEOMark Zuckerbergnoted,
“Selling access toAImodels isn’t our businessmodel.”8

This pattern raises importantquestions aboutwhether anAI company’s financial position
impacts its ability anddesire tobe transparent. If a link is identified, itwouldopen further
questions about how toaligncommercial incentiveswith thepublic interestwhen it comes
toAI transparency, particularly as these systemsbecome further integrated into society.

FINDING3:Capability Evaluation is Apples-to-Oranges
Thedocumentationdrift problem is not theonly challenge formeaningfully comparing
frontiermodels. Any attempt tocompare these sevenmodels using standardbenchmarks
faces systematicobstacles.Currently, eachcompanyessentially operates its own
evaluation frameworkwith varying levels of transparency,making it difficult for researchers,
policymakers, andusers tomake informedcomparisonsbetweenmodels or track
progress in thefield. Tocombat this, there is a need for standardization in howcapabilities
aremeasuredand reported.

Thefirst challenge is that thebenchmark landscape itself is rapidly evolving –majormodel
releasesoftenevaluate against a somewhatdifferent set ofbenchmarks than its
predecessors,makingdirect comparisonsdifficult. For example,whencomparingGPT-4
ando1Preview, the former usesbenchmarks likeHellaSwagandWinoGrande,which have
been removed,while the latter uniquely usesMATHandMathVista.9

This shiftingevaluation surface is compoundedbyadeeper challenge: the lackof
reproducibility in benchmark results.With thenotableexceptionofMeta’s Llama3.2, for
whichcompletemodelweights and significant evaluationdetails are available, there is no
reasonableway to reproduce thebenchmark results reportedby theother AI companies,
which impactedall of their scores. Even in caseswheredocumentation is relatively
detailed, crucial information is oftenomitted– suchasexactly howquestionswere
presented to themodel,what sampling temperaturewas set to, andwhat thecriteriawere
for scoring.

9 While OpenAI might argue these o1’s reasoning focus makes it a different type of model which should
be evaluated for different capabilities, there is little evidence that users do not view or use the o1 models
simply as GPT-4o’s successor, considering the shared interface.

8 Notably, while Meta has been effectively transparent about many aspects of their Llama models, its
choice to release Llama’s model weights publicly comes with significant risks. Researchers affiliated with
the People’s Liberation Army have already used Meta’s models to develop an AI tool for the Chinese
military. This patently harmful result further emphasizes the importance of separating principles like
transparency from practices like the unrestricted release of model weights.
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Without theability to independently verify benchmark claimsor run identical evaluations
acrossmodels, the field lacks a true apples-apples comparisonofmodel capabilities.
Additionally, there is theelephant in the room:mostof thesebenchmarks are not very
effective atmeasuring thecapabilities they aremeant to.

ADDITIONALANALYSIS
Otherdistinct but notable takeaways from this analysis include:

● User-FacingDocumentationwas thebest scoringcategory,with an average score
of 3.19outof 4 andevenGrok-2 scoringmodestly (1.83).

● With theexceptionofGrok-2, themodels all scoredwell (3 or above) on systemic
risk evaluations, and ingeneralmuchof the releaseddocumentation is through this
safety and risk lens.

● Security sawagenerally poorperformanceaswell, withmanycompanies evaluating
theirmodels’ ability toengage inmalicious cyberbehavior, but notprovidingmuch
informationonhow theyareprotecting these systems.

● There is general opacity surroundingenvironmental impact (all closedmodels score
a 1 or below), althoughMeta (4) shows that this canbedone.

LIMITATIONS
Aswith all analysesof emerging technologies, this analysis is constrained in severalways:

● Fewdatapoints–While coveringmanyof themostwidely used frontiermodels
today, this analysis is still far fromcomprehensive. Additionally, the sample sizeof
sevenmodels limits our ability todrawstatistically significant conclusions about
broader industry trends.

● Temporal constraints–Our analysis captures a specific snapshot in timeduringa
periodof rapiddevelopment in AI.Given the fast-pacednatureofAI advancement,
somefindingsmayquickly becomeoutdatedas newmodels are releasedor
existingones are updated. For example, since this analysiswascompleted, the full
versionofOpenAI’s o1model and its documentationwas released.

● Scoring subjectivity–Despite efforts toestablish clear criteria, the scoringprocess
inevitably involves somesubjective judgment, particularlywhenevaluating the
completeness andquality ofdisclosures. This is especially true for categories
requiringqualitative assessment, suchas risk evaluations.

● Documentation inconsistency– The varying formats, depth, location, and
organizationofmodel documentation across companiesmakesdirect
comparisonschallenging. Additionally, it is possible somedocumentationwas
overlookedas there are nocommon repositories.
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TOWARDSGREATER TRANSPARENCY
As today’s frontier AImodelsbecomemorepowerful andbroadlydeployed, the urgent
need for straightforwardandconsistent transparency standards is clear.Our analysis finds
threecritical challenges: first, transparency remainsmiddling in closedmodels,with
especially poordisclosureson technical details. The "documentationdrift" problem
compounds theseopacity concerns, as significantmodel updates routinely occurwith
minimal disclosure, creatingawideninggapbetweenwhatweknowabout these systems
and their actual capabilities.

Second, established techcompanies likeGoogle andMeta tend toprovidemoredetail
thanAI startups. This highlights a fundamental tension in thefield:whileproducing
comprehensivedisclosures is technically feasible, asdemonstratedby Llama3.2, startups
havenotdone sopossibly becauseof either economicdisincentivesor a lackof
administrative capacity. Finally,whilemanycompanies evaluate theirmodels against
similar benchmarks, there remains insufficientdisclosureof theunderlyingmethodology
anddata,makingmeaningful, apples-to-apples comparisonsbetweenmodels effectively
impossible.

Thesechallenges underscore that thecomplexity and rapidly evolvingnatureof frontier
modelsmake transparencyevenmorecritical. Transparentdocumentationenables
independent experts, investigative journalists, andoversightbodies to identifywhena
system’s capabilitiesdrift away fromwhatwas initially described, catchdeployments in
ill-suitedcontexts, anddetect theemergenceof unforeseen risks.

Thesefindings helpmake thecase for decisive, coordinatedaction. Researchers, industry
leaders, andpolicymakersmustwork together todevelop standards and legislative
frameworks for transparency, ensuring thatdisclosures areboth rigorous andpractical.
Such frameworkswouldmake it feasible to trackmodel changes, verify benchmark claims,
andmaintain anecosystem that safeguardsdevelopmentwithout stifling innovationor
legitimatecompetitive advantage.Without suchbalanced intervention,we risk a future
where thepublic and regulatorybodies alike remain in thedark, increasingly subject to
decisionsguidedbypowerful AI systemswhoseconstruction, limitations, andguiding
principles are hidden fromview.
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AppendixA

ScorebyReleaseDate

CategoryGroupDescriptions

CategoryGroup Title DataPointsContained

User-Facing
Documentation

ModelUseGuidelines,Capabilities&Limitations,
Changes fromPreviousDistinctModel, Access
Methods, Input/Output Formats, KnowledgeCutoff

Technical Transparency

External Tool Integration, TrainingDataComposition,
Model Architecture,Model Size, Training Time,
Post-TrainingEnhancements, Interpretability and
Explainability Techniques (although thesewere not
scoredacross theboard)

Risk&Safety
AlignmentPrinciples, Security, PrivacyControls,
SystemicRisk Evaluations

Evaluation& Impact
Model ReleaseCriteria, Environmental Assessment,
IndustryBenchmarks,Direct Risk Evaluations

CategoryGroupScores
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MetricDescriptions

MetricName Description

ModelUseGuidelines
Adescriptionof the intended, unintended, and
prohibitedusesof themodel.

Capabilities&Limitations
Adescriptionof themodel's capabilities and
limitations.

ChangesFromPreviousDistinctModel

A high level overviewof how themodel differs
from theprevious (major named) version (e.g.,
GPT-3 vsGPT-4).

AccessMethods

A list of availableways for customers and the
public to use (/access, in thecaseofopen
models) themodel from thedeveloper's
systems/infrastructure (e.g., a platform like
ChatGPTor anAPI).

Input/Output Formats
A list ofmodalities themodel canparse and
produce (e.g., text, images, audio).

External Tool Integration

Adescriptionof themodel's ability toconnect to
andutilize external software, APIs, databases,
etc.

TrainingDataComposition

Information about themodel's trainingdata,
centeredaroundkeypoints suchas thedata's
sources, size, creators, selection/filtration
criteria, etc.

KnowledgeCutoff
The timeafterwhich themodel has notbeen
trainedonany newdata.

Model Architecture

Informationon thebasicmodel type (e.g.,
transformer) andhow themodelwas trained
(e.g., supervised learning, reinforcement
learning).

Model Size Thenumberofparameters in themodel.

Training Time

Theamountof timeandcomputational power
required to train themodel, typicallymeasured in
GPUhours.

Post-TrainingEnhancements

Adescriptionof any additional changesmade to
themodel after initial pretraining (e.g., fine
tuning, or the additionof capabilities like
chain-of-thought reasoning).

Interpretability andExplainability Techniques Anoverviewofmethods taken tomake the
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model's behavior and internal processesmore
understandable to humans (e.g.,mechanistic
interpretability techniquesorpost-hoc
explanation).

AlignmentPrinciples

Adescriptionof thedeveloper's
procedures/guidingprinciples for determining
desirablemodel behavior, preventing
undesirablemodel behavior, and resolving
conflicts either betweenorwithindesirable and
undesirablebehavior.

Security

Information aboutwhat steps thedeveloper
takes to institute: 1. traditional cybersecurity
protocols (e.g., access controls, etc.) and2.
protections unique toAI systems, suchways to
preventmodelweight exfiltration, data
poisoning, andprompt injections.

PrivacyControls

Anoverviewofmeasures taken toprotect user
privacywhen interactingwith themodel. This
could includedata retentionpractices,
encryption standards, data sharingpractices,
breachnotifications, treatmentof sensitivedata,
etc.

Model ReleaseCriteria

Underwhat criteria andcircumstances should a
model be/notbecleared for public release?
Howdoes themodel performagainst those
criteria?

Environmental Impact

What impactdoes themodel's trainingand
ongoingusehaveon theenvironment?How
muchenergydoesoperating themodel require?
Howmuchwater (orwater byproduct) does it
require?What carbonoffsetting is beingdone?
Etc.

IndustryBenchmarks

Standardizedperformancemetrics from
established industry andacademicbenchmarks,
includingmethodologyused, rawscores,
comparative results against baselinemodels,
and information aboutbenchmark versions and
potential trainingdata contamination.

SystemicRisk Evaluations

Assessmentofmodel risks and testing
conducted toevaluatepotential catastrophic
harms, including systematic testing forCBRN
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capabilities, autonomous replication,
large-scalemanipulation, etc. Encompasses
both internal andexternal testing (including
specialized red teaming), automated safety
evaluations, long-termmitigation strategies, and
ongoingmonitoringplans for emerging systemic
risks.

Direct Risk Evaluations

Assessmentofmodel risks and testing
conducted toevaluate user-facingand
operational concerns, including systematic
testing for harmful outputs, bias, hallucination
rates, jailbreak resistance, etc. Encompasses
both internal andexternal testing (including red
teaming), automatedevaluations, immediate
mitigation strategies, and routinemonitoring
protocols.

ScoringSystem

BaseRating BriefDescription

0
Nothingmentioned regarding thegiven itemofdisclosure, or information
is explicitlywithheld

1
Extremely high-levelmentionswithoutmeaningful detail (e.g., "themodel
hasbeen trainedonpublic andprivatedata from the internet, filtered for
quality" or "weuse standardcybersecurity protocols")

2

Somespecifics aregiven, but significantgaps remain (e.g., trainingdata
includesfilteredwebcontent,CommonCrawl, andacademicpapers,with
basicquality filters applied"or "safety testing included red teamingand
automatedevaluations")

3

Mostly detailed informationwithminor tomoderategaps (e.g., "training
data includes [vaguemention topublic andprivatedata], filteredusing
[some techniquenames]with [x%] removeddue to [y]"

or

"safety evaluation included [x] roundsof red teamingby [y] external
experts finding [z] issueswhichwere addressed"with nomentionof
testingmethodology).

4
Comprehensive informationmeetingall reasonabledisclosure
expectations.
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ScoreModifiers

Modifier
Label* Additional Considerations

Score
Impact Applies to: Notes

A

Itemofdisclosure is notpresent in
themost recentmodel
documentation** in a form that
would scoreover a 1

-0.75

All categories

Cannotbringa scorebelow0.
Only applies if previous
documentation's disclosure
itemwould have scoredover a 1.

This deductionwill be applied to
adisclosure itemunless the
most recentmodel
documentationexplicitly states
that item (or any/all unnamed
items) has not changed from
previousdocumentation.

B
Information notdisclosedbut the
organization has significant other
workon the topic

1.00
All categories

C
Information notdisclosed in
model documentation***but is
disclosedelsewhere

2.00
All categories

D Specificcategory's information is
spreadovermultipledocuments

-0.50
All categories

E Informationdisclosedover 2
months aftermodel release

-0.50
All categories

F

Informationmustbe inferred,
either fromunclear languageor
from researchpapers andother
non-model documentation

-1.00

All categories

G Doesnot allow for full
reproducibility

-0.50
Industry
Benchmarks Cannotbringa scorebelow0

* For use indetaileddisclosureevaluations
** 'Most recentmodel documentation' refers todocumentation about the latest named
update toamodel (e.g., Claude3.5,Gemini 1.5, Llama3.3, etc.)
*** 'Model documentation' refers toblogposts,ModelCards, SystemCards, andother
documentationprimarily focusedononemodel/family ofmodels
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USER-FACING DOCUMENTATION METRICS 

Gemini 1.5 (Pro & 
Flash) 

GPT-4 GPT-4o 
Claude 3/3.5 
Sonnet 

o1 Preview Grok-2 Llama 3.2 

1 

Model Use 
Guidelines 

Intended uses specified 
on pg. 105 of Gemini 1.5 
Technical Report and 
prohibited uses are 
outlined in the Gemini app 
policy guidelines and 
prohibited use policy 

4 - 0.5 (D) 

Discusses general positive 
uses on page 42 of the 
Technical Report. Explains 
harmful content meant to 
be mitigated on page 47. 
Discusses system safety 
including moderation and 
usage policies on page 66, 
link to OpenAI's broader 
usage policies 

4 

Intended uses are inferred 
through general 
descriptions of 
capabilities, such as in the 
intro of the System Card. 
Mentions mitigating 
information harms, bias 
and discrimination, and 
content that violates 
usage policies on pg. 2 of 
the System Card, along 
with further details 
throughout 

3 

Properly detailed sections 
for each on the Claude 3 
Model Card pg.2, also 
referencing the Anthropic 
Acceptable Use Policy. 
Missing from 3.5 
documentation 

4 - 0.75 (A) 

Minor discussion of this 
being a reasoning model 
for hard STEM problems in 
the release blog, with only 
a single mention of the 
org's usage policies in the 
System Card 

1 

Not disclosed at present 

0 

Llama 3.2 repository 
contains the majority of 
relevant documentation. 
Intended and unintended 
uses detailed in 
Acceptable Use Policy and 
the Model Card  

4 

2 

Capabilities 
& 

Limitations 

Capabilities are discussed 
throughout the Technical 
Report, including in the 
intro, and in sec. 6 (pg. 28) 
which evaluates core 
capabilities Pg. 107 of the 
Technical Report explicitly 
points to 1.0's Technical 
Report as describing 
continually relevant 
limitations 

4 

Capabilities and 
limitations sufficiently 
discussed on pgs. 4-11 of 
the 4 Technical Report. 
Limitations further 
discussed starting on page 
44. 

4 

Capabilities are most 
clearly laid out in the 
release blog while 
limitations are discussed 
on System Card pg. 12 

4 - 0.5 (E) 

Core capability 
evaluations and results 
described in 3's Model 
Card pgs. 4-23. 
Limitations discussed on 
pgs. 31-32. Updated 
capabilities overviewed in 
3.5's Model Card 
Addendum pgs. 1-5 

4 

Capabilities discussed 
throughout the o1 release 
blog, such as in the 
"whom it's for" section, as 
well as a series of videos 
on the blog 

Limitations are discussed 
through the release blog 
("How it works"), 
evaluations blog, and 
System Card, although 
ideally information would 
be more aggregated and 
explicitly labeled 
limitations 

4 - 0.5 (E) 

Release blog mentions 
"frontier capabilities in 
chat, coding and 
reasoning" without much 
more detail. No evaluation 
or formal discussion of 
limitations 

1 

Discusses capabilities at a 
high level throughout the 
release blog. 

Discusses limitations at 
the end of the Model Card  

4 - 0.5 (E) 

 

3. 

Knowledge 
Cutoffs 

External sources report 
this to be November 2023, 
but not verified from any 
Google documentation 

0 

Up to September 2021, as 
per Technical Report pg. 
10 

4 

October 2023 per System 
Card pg. 1 

4 

August 2023 cutoff, as per 
3's Model Card pg. 1. Not 
mentioned in 3.5's Model 
Card Addendum 

4 - 0.75 (A) 

October 2023, as per API 
documentation 

4 - 1 (F) 

Unspecified, but does 
indicate access to real-
time data via X (formerly 
Twitter) 

1 

December 2023, as per 
Model Card  

4 

Appendix B
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https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://gemini.google/policy-guidelines/
https://policies.google.com/terms/generative-ai/use-policy
https://openai.com/policies/usage-policies/
https://openai.com/policies/usage-policies/
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://openai.com/index/introducing-openai-o1-preview/
https://openai.com/policies/usage-policies/
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/USE_POLICY.md
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/USE_POLICY.md
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/USE_POLICY.md
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/MODEL_CARD.md
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://storage.googleapis.com/deepmind-media/gemini/gemini_1_report.pdf
https://storage.googleapis.com/deepmind-media/gemini/gemini_1_report.pdf
https://arxiv.org/pdf/2303.08774
https://openai.com/index/hello-gpt-4o/
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://openai.com/index/introducing-openai-o1-preview/
https://openai.com/index/introducing-openai-o1-preview/
https://openai.com/index/learning-to-reason-with-llms/
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/MODEL_CARD.md
https://developer.box.com/guides/box-ai/ai-models/google-gemini-1-5-flash-001-model-card/
https://arxiv.org/pdf/2303.08774
https://cdn.openai.com/gpt-4o-system-card.pdf
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://openai.com/api/pricing/?utm_source=chatgpt.com
https://openai.com/api/pricing/?utm_source=chatgpt.com
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/MODEL_CARD.md


4 

Changes 
From 

Previous 
Distinct 
Model 

The existence of this new 
robust Technical Report 
for 1.5 -- a model within 
the same family as 1.0 -- is 
helpful to this point in its 
own right. This is primarily 
covered in the 
introduction, pgs. 1-5, 
which covers both 
performance 
improvements from 1.0, as 
well as the way 1.5 has 
improved since its release 
to the public a month prior 

4 

Metric comparisons 
through the Technical 
Report, but no high level 
overview of capability 
changes outside brief 
references in the release 
blog 

2 

Debatable whether this is 
considered a new version 
of GPT-4, but since it given 
the novel description of an 
"omni" model we will treat 
it as separate. Several 
metric comparisons are 
still made throughout the 
documentation, such as in 
the release blog  

N/A 

No high level overview of 
capability changes relative 
to Claude 2. Throughout 
3's Model Card, authors 
compare 3 to Claude 2, 
including on human 
evaluated head-to-head 
tests, but it is done so 
selectively. Importantly, 
Authors do not list Claude 
2 performance on any of 
the benchmark tables. 
3.5's Model Card 
Addendum compares the 
model's performance with 
Claude 3 both in the 
capabilities descriptions 
and in benchmark results 

2 

Comparisons in 
evaluation metrics 
throughout the 
evaluations blog and the 
System Card, but in 
general this is the first 
generation of these 
reasoning-focused 
models 

N/A 

Not meaningfully 
summarized within a 
single document, but the 
Grok-2 benchmarks found 
in the release blog offer a 
comparison to Grok 1.5 

1 

Model card has a section 
on "new capabilities" 
albeit a slightly high level 
one 

4 

5 

Access 
Methods 

The Gemini 1.0 Technical 
Report overviews Gemini, 
Gemini Advanced, and 
Gemini APIs. The release 
blog does mention AI 
Studio and Vertex AI, but 
it's unclear whether this is 
comprehensive 

3 

ChatGPT Plus and API as 
specified in release blog 

4 

ChatGPT and the API, as 
per the release blog 

4 

Overviewed on 3's Model 
Card pg. 1 but omitted 
from 3.5's Card 

4 - 0.75 (A) 

ChatGPT and API, as 
specified in release blog  

4 

Grok-2 and Grok-2 mini 
are stated in the release 
blog as available through 
the X platform (website 
and phone application). 
Additionally, both models 
were stated to be made 
available through xAI's 
enterprise API "later this 
month" 

4 

Weights are openly 
distributed via the Llama 
website  

4 

6 

Input/Output 
Formats 

In the Gemini 1.5 Model 
Card on Technical Report 
pg. 105 

4 

Text I/O and image input 
as noted in release blog 

4 

Text, vision, and voice, as 
per the release blog 

4 

Overviewed on 3's Model 
Card pg. 1 but omitted 
from 3.5's Card 

4 - 0.75 (A) 

Not explicitly stated, but 
inferable through the 
disclaimer in the release 
blog "how it works" 
section 

4 - 1 (F) 

In the Grok-2 release blog 
it is written that the model 
possesses "advanced 
capabilities in both text 
and vision understanding 
[...] across a wide range of 
tasks, whether you're 
seeking answers, 
collaborating on writing, or 
solving coding tasks." 
Could be more 
clear/formalized 

4  

Multimodal capabilities 
explained in model cards 
and the release blog 

4 
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https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://arxiv.org/pdf/2303.08774
https://arxiv.org/pdf/2303.08774
https://openai.com/index/gpt-4/
https://openai.com/index/gpt-4/
https://openai.com/index/hello-gpt-4o/
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://openai.com/index/learning-to-reason-with-llms/
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://x.ai/blog/grok-2
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https://arxiv.org/abs/2312.11805
https://arxiv.org/abs/2312.11805
https://blog.google/technology/ai/google-gemini-next-generation-model-february-2024/#gemini-15
https://blog.google/technology/ai/google-gemini-next-generation-model-february-2024/#gemini-15
https://openai.com/index/gpt-4/
https://openai.com/index/hello-gpt-4o/
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://openai.com/index/introducing-openai-o1-preview/
https://x.ai/blog/grok-2
https://x.ai/blog/grok-2
https://www.llama.com/llama-downloads/
https://www.llama.com/llama-downloads/
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://openai.com/index/gpt-4/
https://openai.com/index/hello-gpt-4o/
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://openai.com/index/introducing-openai-o1-preview/
https://openai.com/index/introducing-openai-o1-preview/
https://x.ai/blog/grok-2
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/


TECHNICAL TRANSPARENCY METRICS 

Gemini 1.5 (Pro & 
Flash) 

GPT-4 GPT-4o 
Claude 3/3.5 
Sonnet 

o1 Preview Grok-2 Llama 3.2 

7 

External Tool 
Integration 

The section on Function 
calling (Gemini 1.5 
Technical Report pgs. 32-
33) addresses this 

4 

GPT-4 did not have the 
capacity for function 
calling at the time of its 
release, but the API 
documentation now has a 
relevant section. ChatGPT 
Plugins were also released 
shortly following the 
release of GPT-4 

N/A 

Capacity for tool use 
acknowledged throughout 
the System Card, such as 
on pg. 20, but not 
explained 

1 

3's Model Card pg. 1 
mentions the model 
excels at tool use. In their 
release statement, 
Anthropic indicated this 
feature would come at a 
later date.  

Two months later 
Anthropic released more 
information on this 
stipulating that users can 
provide Claude tool 
access, but there are 
none provided server-
side. 3.5's Model Card 
Addendum does not 
discuss this 

4 - 0.75 (A) 

Tool use is involved in 
evaluations several times 
throughout the System 
Card, such as pgs 29-31, 
but not clear whether the 
public version has access 

2 

Release blog mentions 
significant improvements 
in "its tool use 
capabilities" without 
providing further details 

1 

Release blog mentions 
tool use several times, but 
only the 3.1 release blog 
actually links to a site on 
the topic/broader system 
integrations. Information 
in the model 
documentation is 
relatively sparse 

3 - 0.75 (A) - 0.5 (D)   

8 

Training Data 
Composition 

Very little information in 
the Technical Report or 
elsewhere beyond "data 
sourced across many 
different domains, 
including web documents 
and code, and 
incorporates image, 
audio, and video content" 

1 

Techincal Report pg. 2 
explains the model is 
trained on public data 
found on the internet and 
private data from 
partnerships 

1 

System Card pgs. 1-2 
overviews the pre-training 
dataset with moderate 
specificity and explains 
several filtering steps 

2 

Little to no information. 
3's Model Card describes 
a mix of public and non-
public data on pg. 3. Also 
has a high level overview 
of data crawling policies 
(follow robots.txt, don't 
bypass CAPTCHA, 
transparent crawling). 
3.5's Model Card 
Addendum also does not 
discuss this  

1 

System card pg. 1 
describes the standard 
use of public data and 
proprietary data. Also 
briefly describes data 
filtering and 
reinforcement learning 
without providing details 

1 

Not disclosed at present 

0 

Strong overview of filtering 
and cleaning techniques, 
info on multilingual data, 
other domain-specific 
datatypes in Llama 3's 
Technical Report. Better 
overview of the pretraining 
corpus in 3.2's Model 
Card than other models, 
but still significantly 
opaque. Uniquely, has a 
discussion of how 3.1's 
data was used to guide 
3.2's training in the Model 
Card 

2 - 0.75 (A) 
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https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://openai.com/index/function-calling-and-other-api-updates/?utm_source=chatgpt.com
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https://x.ai/blog/grok-2
https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/
https://github.com/meta-llama/llama-agentic-system
https://arxiv.org/pdf/2303.08774
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://arxiv.org/abs/2407.21783
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/MODEL_CARD.md
https://github.com/meta-llama/llama-models/blob/main/models/llama3_2/MODEL_CARD.md


9 

Model 
Architecture 

Architectural overview 
starts on pg. 5 of Gemini 
1.5 Technical Report and 
also has an overview on 
pg. 105 

4 

Techincal Report pg. 2 
explains this is a 
"Transformer-style model 
pre-trained to predict the 
next token in a document" 

1 

Not disclosed at present 

0 

No infromation beyond 
being a "new family of 
large multimodal models" 
in 3's Model Card 

0 

Only informaiton comes 
from high level 
distinctions from existing 
models. Pg. 1 of the 
System Card states that it 
uses a "large-scale 
reinforcement learning" 
algorithm to engage in 
chain-of-thought 
reasoning post-query. 
Does not mention 
anything along the lines of 
it using the transformer 
architecture 

0 

Not disclosed at present 

0 

Llama 3's Technical 
Report starting on pg. 6, 
explains how it deviates 
from previous versions' 
architecture. Provides 
crucial details such as # 
of layers 

4 - 0.75 (A) 

10 

Model Size 

Not disclosed at present 

0 

Not disclosed at present 

0 

Not disclosed at present 

0 

Not disclosed at present 

0 

Not disclosed at present 

0 

Not disclosed at present 

0 

Three sizes available for 
use: 1B, 3B, 11B, and 90B, 
with the latter two being 
for the vision models, as 
per model cards 

4 

11 

Training Time 

Not disclosed at present 

0 

Not disclosed at present 

0 

Not disclosed at present 

0 

Not disclosed at present 

0 

Not disclosed at present 

0 

Not disclosed at present 

0 

Calculation in GPU hours 
for each size and version 
overviewed in model 
cards  

4 

12 

Post-Training 
Enhancements 

Discussion of SFT and 
RLHF on 1.5's Technical 
Report pg. 52 - relatively 
high level but still useful 

3 

Discussion begins on pg. 
12 of the Technical Report 
with reference to RLHF 
and mentions of other 
safety fine tuning. Primary 
discussion is found on 
pgs. 61-64 and extensively 
discussing fine-tuning and 
RLHF. Throughout the 
report, the primary 
purpose of fine-tuning is 
explicitly stated here to be 
aligning responses with 
user intent. 

4 

Mentions that the model 
is aligned to human 
preferences on System 
Card pg. 2 

1 

3's Model Card pg. 3 
explains that 
Constitutional AI (CAI) is 
used and, at a high level, 
how, which Anthropic has 
expanded on in separate 
research papers. Not 
mentioned in 3.5's Model 
Card Addendum 

3 - 0.75 (A) - 0.5 (D) 

One mention of an RLHF 
step on System Card pg. 6 
and notes that the model 
uses RL to engage on 
chain-of-thought 
reasoning 

1 

Not disclosed at present 

0 

Technical Report section 
on post-training (pg. 15) 
contains a solid overview, 
effectively reiterated in 
the model cards 

4 
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https://arxiv.org/abs/2407.21783
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2


13 

Interpretability 
and 

Explainability 
Techniques* 

*Points will not
be deducted
for this as it is
evolving
science with
few best
practices

Google DeepMind has 
previously completed 
work on interpretability, 
such as building a 
compiler for the RASP 
language, but does not 
mention any of it in the 
context of Gemini 

N/A 

None presented at GPT-4's 
launch, but OpenAI has 
presented work on 
interpretability including 
on extracting features 
from GPT-4 and on using 
LLMs to explain 
themselves/others  

N/A 

None presented but as 
otherwise noted, OpenAI 
has helped develop this 
field 

N/A 

Nothing disclosed at the 
time of release, but 
Anthropic has been a 
pioneer of technical 
interpretability. They 
released a paper on 
analyzing "features" in 
Claude 3 (2 months post-
release) via dictionary 
learning that provided 
unparalleled insight into a 
SOTA LLM 

N/A 

The fact that the model 
reasons aloud using 
chain-of-thought 
inherently makes it more 
transparent. However, 
OpenAI has explicitly 
chosen to hide the true 
chains of thought for "user 
experience, competitive 
advantage, and the option 
to pursue the chain of 
thought monitoring" 
("Hiding the Chains of 
Thought" in the 
evaluations blog), making 
it hard to know whether 
what you see is actually 
reflective of the model's 
processes 

N/A 

Not disclosed at present 

N/A 

Inherently more 
interpretable than others 
by releasing model 
weights, but no special 
tools released 

N/A 

20

https://deepmind.google/research/publications/22295/
https://deepmind.google/research/publications/22295/
https://openai.com/index/extracting-concepts-from-gpt-4/
https://openai.com/index/extracting-concepts-from-gpt-4/
https://openai.com/index/language-models-can-explain-neurons-in-language-models/
https://openai.com/index/language-models-can-explain-neurons-in-language-models/
https://openai.com/index/language-models-can-explain-neurons-in-language-models/
https://www.anthropic.com/research/mapping-mind-language-model
https://openai.com/index/learning-to-reason-with-llms/


RISK AND SAFETY METRICS 

Gemini 1.5 (Pro & 
Flash) 

GPT-4 GPT-4o 
Claude 3/3.5 
Sonnet 

o1 Preview Grok-2 Llama 3.2 

14 

Alignment 
Principles 

Technical Report section 
9.2 -- Policies and 
Desiderata -- starting on 
pg. 50 overviews this 
effectively. The following 
section explains how 
development details are 
conducted to align with 
those goals 

4 

Alignment is discussed 
throughout the Technical 
Report, including pgs. 11-
14 and more extensively 
discussed on 61-69. There 
is not much explicitly 
stated about positive 
alignment and trade-offs 
between different types of 
behavior. This is further 
articulated by OpenAI later 
with their Preparedness 
Framework. 

3  

Discusses alignment 
throughout, such as on 
System Card pgs. 5-6. The 
section on OpenAI's 
Preparedness Framework 
on pgs. 12-13 and the 
assessments that follow 
provide good detail, but 
are mostly in the context of 
unwanted behavior and 
risks  

3 

Claude 3 Model Card pg. 4 
points to their work on CAI, 
referencing the "set of 
ethical and behavioral 
principles that the model 
uses to guide its outputs." 
Discussion of this topic is 
missing from 3.5's 
Addendum 

4 - 0.75 (A) 

Despite significant safety 
testing done, and a 
moderate discussion of 
undesirable model 
behavior in the System 
Card's section on 
Preparedness Framework 
Evaluations (pg. 13), there 
are no documented 
guiding principles that 
answer the question "what 
are we aligning to" 

2 

Not disclosed at present 

0 

Llama 3's technical Report 
pgs. 15-19 discuss various 
alignment techniques 
under the theme of 
aligning with human 
preferences. This is more 
of a discussion of what 
they do (SFT, DPO, reward 
modeling, etc.) than a 
philosophical overview. 
The model cards have a 
broad overview the 
model's values, which 
helps round out the 
picture, although these 
two elements should be 
better connected (the 
alignment goals and the 
techniques to achieve 
them) 

3 - 0.5 (D) 

15 

Security 

Good discussion in the 1.5 
Technical Report about 
LLM specfic attacks like 
prompt injection on pg. 60. 
Not so much information 
on the company's 
practices to secure the 
model and their 
infrastructure 

2 

Discussion on Technical 
Report pgs. 53-54 of the 
model's cybersecurity 
capabilities as a threat 
vector, but little 
information on how the 
model and surrounding 
systems are secured. 
OpenAI Security Portal has 
a better general discussion 
of internal company 
security protocols and 
certifications 

1 

Pg. 13 of the System Card 
details how the model was 
evaluated for dangerous 
cybersecurity capabilities, 
but no notable mentions of 
protecting the model itself 
or surrounding 
infrastructure 

0 

Pg. 4 in Claude 3's Model 
Card lists a variety of 
security measures (e.g., 
MFA, two-party controls). 
Additionally, pg. 26 points 
to specific security 
commitments for similar 
models in their RSP. 
Further security and 
compliance information in 
their Trust Portal. The 
Model Card does not 
contain robust information 
on AI-specific attacks like 
data poisoning. The 3.5 
Addendum does not 
include information on 
either 

2 - 0-75 (A) 

Pg. 14 of the System Card 
details how the model was 
evaluated for dangerous 
cybersecurity capabilities. 
It is not discussed how the 
model/system is itself 
secured 

0 

Not disclosed at present 

0 

Apples to oranges enough 
as an open weight model. 
Meta releases system 
guards (Llama Guard, 
Prompt Guard, and Code 
Shield) alongside their 
models to attempt to 
bolster these open 
system, as described in 
the model cards  

N/A 
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https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://arxiv.org/pdf/2303.08774
https://arxiv.org/pdf/2303.08774
https://cdn.openai.com/openai-preparedness-framework-beta.pdf
https://cdn.openai.com/openai-preparedness-framework-beta.pdf
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://arxiv.org/abs/2407.21783
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://arxiv.org/pdf/2303.08774
https://arxiv.org/pdf/2303.08774
https://trust.openai.com/
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://trust.anthropic.com/
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
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Privacy 
Controls 

Google's Privacy Policy 
and the Gemini Apps 
Privacy Notice mostly 
cover this, although it is 
not well articulated in 
model-specific 
documentation 

0 + 2 (C) 

Minor discussion of 
privacy details and 
mitigations on pg. 53 of 
Technical Report. More 
information in the OpenAI 
Privacy Portal  

2 

Privacy risk acknowledged 
on pg. 7 of the System 
Card, along with the 
impact a mitigation had on 
the risk, as well as pg. 10. 
"Advanced data filtering" 
mentioned to reduce 
personal information in 
the training data on pg. 2 
without more detail  

2 

Refers to their privacy 
policy on pg. 3 in 3's Model 
Card but does not go into 
detail on model-specific 
protections/processes 

1 

System Card pg. 2 briefly 
mentions filtering personal 
data out of training data 

1 

xAI's privacy policy offers 
an overview of this 

0 + 2 (C) 

Also apples to oranges 
enough. Privacy is a 
category addressed in 
"Llama Guard". Separately, 
Meta does have a 
generative AI privacy guide 
which gives more 
information 

N/A 

17 

Systemic 
Risk 

Evaluations 

Pgs. 68-72 of the Technical 
Report overviews 
dangerous capability 
evaluations. Some 
subsections are lacking in 
detail or evaluation results 
but does overview 
methodology and 
distinguishes between in-
house and external testing 
approaches 

3 

Strong discussion of 
testing for risks across 
CBRN, autonomous 
replication, and 
manipulation, discussed 
across both internal and 
external testers in the 
Technical Report 
beginning pg. 11-14 and 
continuing 44-60 

4 

Preparedness framework 
evaluations run in the 
System Card from pgs. 12-
17, detailing systemic 
risks. Additional external 
assessments run on 19-
20, with additional info in 
the appendix 

4 

Pgs. 23-28 in Claude 3's 
Model Card overview 
testing and evaluations, 
for catastrophic risk, trust 
and safety, and elections 
integrity. Particularly the 
catastrophic risk work 
points to guidelines in their 
RSP. Pg. 6 in 3.5's 
Addendum provides a 
solid but lacking in detail 
overview of Anthropic's 
safety evaluations and 
commitments regarding 
the new model 

4 

Detailed discuss 
throughout the System 
Card's sections on 
"observed safety 
challenges and 
evaluations" (pgs. 2-13) 
and "Preparedness 
Framework evaluations" 
(pgs. 13-32) with 
additional information in 
the Appendix, including 
discussions of internal and 
external testing 

4 

Not disclosed at present 

0 

Model cards have a 
section on critical risks, 
but a more robust 
overview can be found on 
pgs. 40-50 in 3's Technical 
Report which overviews 
safety evals 

4 

22

https://support.google.com/gemini/answer/13594961?hl=en#collected_data&zippy=%2Cwhat-data-is-collected-how-is-it-used%2Cwhy-is-human-review-of-my-gemini-apps-conversations-feedback-and-related-data-required%2Cdo-you-use-my-gemini-apps-conversations-to-show-me-ads%2Cwho-has-access-to-my-gemini-apps-conversations
https://support.google.com/gemini/answer/13594961?hl=en#collected_data&zippy=%2Cwhat-data-is-collected-how-is-it-used%2Cwhy-is-human-review-of-my-gemini-apps-conversations-feedback-and-related-data-required%2Cdo-you-use-my-gemini-apps-conversations-to-show-me-ads%2Cwho-has-access-to-my-gemini-apps-conversations
https://arxiv.org/pdf/2303.08774
https://privacy.openai.com/policies
https://cdn.openai.com/gpt-4o-system-card.pdf
https://cdn.openai.com/gpt-4o-system-card.pdf
https://console.anthropic.com/legal/privacy
https://console.anthropic.com/legal/privacy
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://x.ai/privacy-policy
https://about.fb.com/news/2023/09/privacy-matters-metas-generative-ai-features/
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://arxiv.org/pdf/2303.08774
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://arxiv.org/abs/2407.21783
https://arxiv.org/abs/2407.21783


EVALUATION AND IMPACT METRICS 

Gemini 1.5 (Pro & 
Flash) 

GPT-4 GPT-4o 
Claude 3/3.5 
Sonnet 

o1 Preview Grok-2 Llama 3.2 

18 

Model 
Release 
Criteria 

Pg. 49 of the Technical 
Report mentions 
evaluation by the 
"Responsibility and Safety 
Council" who makes 
release decisions, largely 
based on alignment with 
the company's AI 
principles. However, the 
specifics of that process 
and how this apply to 
Gemini 1.5 specifically are 
somewhat unclear 

2  

Not presented with GPT-
4's launch, but this has 
since been improved with 
the public development of 
their Preparedness work 

0 + 1 (B) 

Overviewed in the System 
Card's section on 
"Preparedness Framework 
Evaluations" on pg. 12 

4 

3's Model Card pg. 3 has a 
section for their release 
decision. In it, they 
mention their RSP, as well 
as having their decision 
guided by the NIST AI RMF, 
including using red 
teaming, incremental 
rollouts, etc. This section 
is strong but lacks detail. 
There is only a brief 
mention of the RSP on the 
3.5 Addendum pg. 6 

3 - 0.75 (A) 

Overviewed in the System 
Card's section on 
"Preparedness Framework 
Evaluations" on pg. 13 

4 

Not disclosed at present 

0 

Describes a three-
pronged strategy in the 
model cards as part of 
their "responsible release 
approach." Not a great 
evaluation of how this 
model fares when 
evaluated against any 
specific criteria in that 
approach 

2 

19 

Environmental 
Impact 

While not in Gemini's 
documentation, Google 
does release an annual 
environmental report in 
which they mention a 
recent 13% YoY increase 
in energy consumption 
due largely to data center 
costs 

0 + 1 (B) 

Not disclosed at present 

0 

Environmental harms 
mentioned on System 
Card pg. 19 and 
references to OpenAI's 
other work, however no 
details of this specific 
model's impact provided 

1 

Anthropic does not 
disclose energy used by 
their models, but they do 
provide a high level 
overview of their efforts to 
hit net zero climate 
impact through offsets pg. 
4 of the Model Card. No 
data or details are 
provided. 

1 

Not disclosed at present 

0 

Not disclosed at present 

0 

Model cards provide 
information on both 
energy use and carbon 
emissions. They also 
provide a separate 
document detailing their 
methodology 

4 
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https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://ai.google/responsibility/principles/
https://ai.google/responsibility/principles/
https://openai.com/preparedness/
https://cdn.openai.com/gpt-4o-system-card.pdf
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www.anthropic.com/news/anthropics-responsible-scaling-policy
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://ai.meta.com/blog/meta-llama-3-meta-ai-responsibility/
https://ai.meta.com/blog/meta-llama-3-meta-ai-responsibility/
https://www.gstatic.com/gumdrop/sustainability/google-2024-environmental-report.pdf
https://cdn.openai.com/gpt-4o-system-card.pdf
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://github.com/meta-llama/llama-models/tree/main/models/llama3_2
https://arxiv.org/pdf/2204.05149
https://arxiv.org/pdf/2204.05149
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Industry 
Benchmarks 

Uses standard 
benchmarks to evaluate 
core capabilities (pg. 28 of 
Technical Report) but only 
provides moderate 
evaluation details and in 
the paper, only compares 
benchmarks to other 
Gemini models and lacks 
information for 
reproducibility 

3 - 0.5 (G) 

A table of benchmark 
results appears on pg. 7 of 
the Technical Report, 
including a methodology 
for multi-shot prompting 
and benchmark selection. 
Correctly compares 
results to SOTA, but is 
lacking on methodological 
details and are not fully 
reproducible 

3 - 0.5 (G) 

Some standard 
benchmarks provided in 
release blog, with the 
System Card pg. 8 
providing slightly more 
detail, but very little 
context for decisions like 
reporting on "a subset of 
MMLU" 

2 - 0.5 (G) 

Claude 3's Model Card 
gives standard tables of 
evaluation metrics on pg. 
6-8. Throughout the 
document, there is 
moderate discussion of 
evaluation details but only
for some benchmarks. 
3.5's Addendum presents 
comparative standard 
benchmarks starting on 
pg. 2, but lacks 
methodological details 
and is not fully 
reproducible 

3 - 0.5 (G) 

The evaluations blog 
appendix provides scores 
on a number of standard 
benchmarks. However, 
very little information 
beyond the raw score is 
given  

2 - 0.5 (G) 

Grok-2's release blog 
presents standard industry 
benchmarks, but lacks any 
methodological detail or 
information required for 
reproducibility 

2 - 0.5 (G) 

Standard benchmarks in 
results section from the 
model cards. Overall does 
a good job with a large 
number of benchmarks. 
Also, importantly, provides 
information on how they 
arrived at their results and 
their methodology. Eval 
information further 
detailed here 

4 

21 

Direct Risk 
Evaluations 

Sectio on Technical Report 
pg. 51 overviews training 
for safety and direct risks. 
Section beginning on pg. 
52 overviews the model's 
levels of risk through 
things like violations of 
toxicity policies and 
robustness to jailbreaks. 
Separate section on 
representational harms on 
pg. 65. Missing robust 
discussion of 
hallucinations 

3 

Strong discussion 
throughout the Technical 
Report's section on 
"Observed Safety 
Challenges" (pg. 44) 
including hallucinations 
on pg. 46, harmful 
outputs, bias, and other 
harms of representation 
on pgs. 47-50 

4 

Strong discussion from 
System Card pgs. 19-24 on 
societal impacts including 
hallucinations, 
anthropomorphization, 
health, etc. Bias 
mentioned as a topic of 
external testing and given 
acknowledgement 
throughout but without 
detail 

3 

Pgs. 27-32 in 3's Model 
Card overviews risks like 
discrimination, elections 
integrity, hallucinations, 
etc. These include 
quantitative metrics, red 
teaming, etc. The section 
on areas for improvement 
starting on pg. 31 is 
particularly valuable. Most 
of these elements are 
absent from 3.5's 
Addendum 

4 - 0.75 (A) 

Moderate to strong 
discussion throughout the 
System Card including 
disallowed content and 
jailbreak evaluations on 
pgs. 3-4, hallucination 
evaluations on pgs. 4-5, 
and bias evaluations on 5-
6. However, a number of 
the evaluations lacked 
detail either in 
methodology, results, or 
both, such as the section 
on "regurgitation 
evaluation" 

3 

Not disclosed at present 

0 

Moderate discussion on 
pgs. 50-51 of 3's Technical 
Report. However, 
especially considering this 
model is open, they could 
do with a more robust 
discussion/evaluation of 
potential risks. Llama 
Guard is advertised to help 
in some cases, such as 
with "hate" related inputs 
and outputs. Very little 
discussion in 3.2 
specifically 

2 - 0.75 (A) 
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https://storage.googleapis.com/deepmind-media/gemini/gemini_v1_5_report.pdf#cite.geminiteam2023gemini
https://arxiv.org/pdf/2303.08774
https://openai.com/index/hello-gpt-4o/
https://cdn.openai.com/gpt-4o-system-card.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
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https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://assets.ctfassets.net/kftzwdyauwt9/67qJD51Aur3eIc96iOfeOP/71551c3d223cd97e591aa89567306912/o1_system_card.pdf
https://arxiv.org/abs/2407.21783
https://arxiv.org/abs/2407.21783
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